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tasks. These findings reveal that the proposed SIBRR algorithm is the most
suitable algorithm for scheduling of data with outlier tasks.

v. Conclusion

This paper proposed an enhanced scheduling algorithm based on Sum
Interquartile boundaries. Results obtained show that the proposed algorithm
achieves significant improvements in average waiting times, average
turnaround times, and average completion times over baseline algorithm
when there are outlier and heterogeneous tasks. These findings reveal that
the proposed average Interquartile round robin scheduling (SIBRR) method
i1s the most suitable algorithm for task scheduling algorithm for cloud
computing when there are processes with outlier burst time. Further
research is needed to enhance the enhanced round robin scheduling
algorithm in real world environment and to evaluate the proposed
algorithm in real-world experiment.
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outher burst time. In addltlon, the process arrival times are 0,16, 8, 4, 2. The
comparison results shown in Figure 5 show that Summation Interquartile
Boundaries Round Robin scheduling (SIBRR) behaves better than the
MAXDIFRR][11] algorithm in Case 4 in terms of average waiting times,
average turnaround times, and average completion times. Results show that
there is a big improvement in the proposed Summation Interquartile
Boundaries Round Robin scheduling (SIBRR) algorithm compared to the
MAXDIFRR[11] algorithm in terms of average waiting times, average turn-
around times, and average completion times.

Case4d
30000 25954.8 25948.8
25000
17297.6
20000
15000 8810.2
8816.2
10000
5000 159
O —
average CS Average WT Average TAT
MAXDIFRR 25954.8 17297.6 25948.8
B SIBRR 8816.2 159 8810.2

Figure 5 Comparison of the results of MAXDIFRR[11] and
proposed SIBRR for the fourth case.

As observed, experiments show that the proposed SIBRR algorithm
significantly outperforms all baseline algorithm on data that contains outlier
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e (Case 3: Outlier Burst Time and Zero Arrival Time: In the third case,
five processes (P1, P2, P3, P4 and P5) are used. These processes have
distinct burst times of 35, 26, 55, 43,000, and 105. In this case, p2
has an outlier burst time. In addition, all processes have zero arrival
times. The comparison results shown in Figure 4 show that SIBRR
behaves better than the MAXDIFRR[11] algorithm in Case 3 in terms
of average waiting times, average turnaround times, and average
completion times. Results show that there is a big improvement in
the proposed Summation Interquartile Boundaries Round Robin
scheduling (SIBRR) algorithm compared to the MAXDIFRR[11]
algorithm in terms of average waiting times, average turn-around
times, and average completion times.

40000
34523 34523
35000 21724.2
- 25867 21724.2
(5]
£ 25000 '
=
g 20000 13068.2
£ 15000
'_
10000
5000
0
average Average Average
CS WT TAT
MAXDIFRR 34523 25867 34523
SIBRR 217242 13068.2 217242

Figure 4 Comparison of the results of MAXDIFRR[11] and
proposed SIBRR for the third case.

Case 4: Outlier Burst Time and Different Arrival Time: In In the fourth
case, five processes (P1, P2, P3, P4 and P5) are used. Processes have
distinct burst times of 95, 26, 43, 000, 60, and 75. In this case, p3 has an
o N\
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180
1574 10, 157.4 157.4
160 :

140
190 92.8
100 92.8
80
60
40
20
0

average CS Average WT  Average TAT
MAXDIFRR 157.4 92.8 157.4
H SIBRR 157.4 92.8 157.4

Figure 2 Comparison of the results of MAXDIFRR[11] and
proposed SIBRR for the first case.

Case 2: No outlier Burst Time and different arrival time: In the second
case, five processes P1, P2, P3, P4 and PS5 are used. These processes have
distinct burst time 95,26, 43, 60 and 75. In addition, processes arrival times
are 0,16, 8, 4, 2. Comparison results shown in Figure 3 show that both
algorithms behave similarly on case 2 in terms of average waiting times,
average Turn Around Time, and average completion times.

200 1806 174546
120 180.6
160
140 1148 1148
120 | ||
100 I n
80
60
40
20
0 A
verage
cS A WT
average Verage TAT
MAXDIFRR 180.6 114.8 174.6
m SIBRR 180.6 114.8 174.6

Figure 3 Comparison results of MAXDIFRR[11] and proposed
( SIBRR for the second case.
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m. Experimental settlng

Several experiments were conducted to compare the baseline scheduling
method MAXDIFRR [11] and the Summation Interquartile Boundaries
Round Robin scheduling (SIBRR) algorithm. This work presents the
results obtained by baseline and the proposed algorithms on four
different cases of processes. To show the success of the proposed
methodology and to assure a fair comparison between the proposed
algorithm and the existing baseline scheduling method MAXDIFRR [11],
this work uses the same tasks, same burst, and arrival time. The four
cases of selected lists of processes are shown to show the effectiveness
of the proposed algorithm. The proposed algorithm will be compared
with the MAXDIFRR [11] algorithm benchmark in terms of average
waiting time, average throughput time, and average execution time.

Four cases are used with two different parameters:
Case 1: no outlier and zero arrival time
Case 2: no outlier and different arrival times
Case 3: outlier and zero arrival time
Case 4: outlier and different arrival time

1v. Results and Discussion

First, Case 1P1, P2, P3, P4, and P5 are the processes used in the first
case. These processes have distinct burst times of 35, 43, 55, 85, and 105.
In the first case, all processes have a zero arrival time. These processes
are first arranged in ascending order after applying the analytical model
of using burst time and waiting time. Results in Figure 2 show that both
algorithms behave similarly in case 1 in terms of average waiting times,

average Turn Around Time, and average completion times.
e
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The time and space complexity of the SIBRR algorithm, given n tasks

and m virtual machines. First, the complexity of sorting n tasks is O
(n*log n). The space complexity of storing n tasks is O(n) and of
storing virtual machines information is O(m). Consequently, the overall
time complexity is O (n * log n). However, the real performance of any
scheduling algorithm depends on all scheduled process’s time, which is
quite high compared to the algorithm time complexity n*log n which is
quite small. The SIBRR algorithm differs from Remaining Shortest Job
First Algorithm (RSJF) and First Come, First Served (FCFS) as each
process is provided with a fixed time (quantum time ) to execute and the
quantum time is updated dynamically when new processes arrived. To
show if the processes contain processes with outlier burst time (extreme
values) in the tails of the distribution.

lower fence: Q1 — 3(Q3 — Q1)
upper fence: Q3 + 3.0(Q3 — Q1)

Any processes with burst time smaller than lower fence or larger than
upper fence are outlier processes, for example, given ten processes that
have the following burst times
(10,20,200,500,600,5000,2000,10000,600000 and 200000). First, these
processes will be sorted in ascending order. The lower and upper quartile
will be calculated (Q1= 110 and Q3 3500). After that the quantum time
is calculated TQ=Q3+Q1)= 3610. The quantum time will be fixed and
only updated when new processes arrived. In this example, after all ten
processes finish their execution, the average waiting time = 48169 and
average turnaround time = 130002.
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Define process (pi),
Check new available tasks
Sort task in tl}e ready queue
¥

Compuete time quantum(TQ)

If Ready Queue
Empty

If new task
arrived

Take process (pi) and assign T3

v

Execute (pi)

(ET_::BT_:—TQ_:}

Remove (pi) from Ready
Queue

Figure 1. Flow Chart of The SIBRR Algorithm.
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Algorithm 1: Summation Interquartile Boundaries Round Robin
(SIBRR) Scheduling Algorithm
Input: process (pi), p = (pl,p2,p3, p4.., pn)
1. Begin
2. Define process (pi), p = (pl,p2,p3, p4.., pn) with their
waiting and Burst Time (BT)
3. Initialize: process Pi (1,2,3......7n)
4. Check new available tasks in the ready queue and set N=number
of Processes
5. Sort processes in increasing order (Processes should be sorted in
ascending order).
6. While [N >0()]
7. For (counter=0; counter<NP; counter++) {
Execute processes in the queue until new

processes are arrived
If new processes are arrived
Add it ready queue; Break; go to 4
Else

Execute all the tasks

Check pi = (pl,p2,p3...pn)

For each pi

If (pi (BT <TQ)

Remove: Pi from the ready queue

0. End if
11.Else (p1 (BT> TQ)) and Pi remain in ready queue
12.  End For
13. Repeat until all p = (p1,p2,p3 .... pn) are completed
14. End while

00 N U AW
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at burst time. The prlmary goal of this paper is to develop an improved
Summation Interquartile Boundaries Round Robin (SIBRR) Scheduling
Algorithm for cloud computing in order to reduce waiting time.

The SIBRR is composed of seven main steps, as follows:

Step 1: Check new available tasks in the ready queue and set
N=number of Tasks.

Step 2: Arrange the submitted tasks in ascending order based on their
burst time.

Step 3: Compute lower quartile (Q1) and upper quartile (Q3)

Step 4: Compute time quantum (TQ) based on Equation
TQ=(Q3+Q1).

Step 5: Execute all tasks based on their calculated time quantum. If
the task finishes its time quantum, pause the task and insert it into
the tail of the ready queue.

Step 6: When a new task arrives, do the following:

1. Sort all tasks in the ready queue in ascending order based on their
burst time

2. The lower quartile(Q1), upper quartile (Q3) and time quantum
(TQ) for all the tasks in the ready queue will be recalculated.

Step 7: Repeat all the steps until all the tasks are finished.

The details of the main steps involved in the proposed approach are shown
in Algorithm 1. Moreover, Figure 1 shows a flowchart describing the
followed procedures of the proposed approach.

v
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algorlthm. They 1ntr0duce the Enhanced Weighted Round Robin algorithm
that dynamically calculates weights based on the servers' waiting time and
can migrate jobs to other resources if a server is overloaded. They conclude
that they achieved better performance with homogeneous systems.

In [12], a variance-based enhanced round robin algorithm in

Cloud computing is proposed. They calculate and recalculate the time
quantum based on the mean, median, and the variance of the available tasks
in the queue. Results show that the proposed algorithm greatly improves the
average waiting time, turnaround time, context switch, and response time.

In [4], they propose a dynamic probabilistic algorithm that assigns
probabilities to each available resource by taking into account the number
of servers, mean service time, and its current utilization. The proposed
method performs better than the Weighted Round Robin algorithm method.
More specifically, it can reduce Mean Response Time by 8.5% and the
Utilization of Remote Fast Resources by 25%.

1. Methodology

Round Robin is one of the most well-known scheduling algorithms. Many
research efforts have been made in the literature to improve the Round
Robin algorithm, with the objective of determining an appropriate quantum
time. Outliers and heterogeneous tasks are the main gaps and shortages in
existing round Robin algorithm modifications. The optimal time quantum
will be large in this scenario, which in its turn increases waiting time,
turnaround time, and the number of context switches. Handling outlier and
heterogeneous tasks can result in optimal quantum time, less waiting time,
and high performance and throughput. This work proposes a task
scheduling algorithm by considering interquartile boundaries among tasks

175 < —e
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enhanced Round Robin algorithm is proposed using a dynamic time
quantum. The dynamic time quantum is calculated based on the median of
task burst time and the smallest burst time in the ready queue. It shows
improvements in performance by maximum CPU utilization, throughput,
and minimizing waiting time, response time, and the number of context
switches.

In [11], an enhanced Round Robin algorithm is introduced, where the
quantum time is calculated by computing the maximum difference among
the differences of adjacent consecutive tasks in the ready queue. Results
show improvement in performance and a reduction in the average
turnaround time, average waiting time, and the number of context switches.

In [18], an enhanced task scheduling algorithm is introduced, which
combines maximum-minimum and round-robin (MMRR) algorithms. They
divided tasks into two types: those with long execution times are allocated
using maximum-minimum; and tasks with the lowest execution times will
be assigned using round-robin.

In [I],a dynamic round-robin heuristic algorithm 1is introduced by
using round-robin algorithm and tuning its time quantum in a dynamic
fashion based on the mean of the time quantum. They used the remaining
burst time of the task to decide whether to continue executing the task or
not during the current round.

In [14], they propose dynamic variable quantum round robin for the task
scheduling algorithm in cloud computing. They calculate the mean of the
burst time of tasks to use it as an initial value for time quantum, which is
dynamically recalculated in every round for each task.

[5] points out the disadvantages of the round-robin load balancing

\
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The remainder of this paper 1s organized as follows. Section 2 presents the
related work, while Section 3 presents the proposed methodology. In
Section 4, the setup of an experiment is presented. Section 5 discusses the
experimental results. Finally, we conclude our work and discuss future
directions of research in Section 6.

I. Related work

Researchers give increasing attention to designing an efficient task
scheduling algorithm as a critical issue in cloud computing that enhances
system performance by balancing job loads among virtual machines.
Several research and several techniques have been reported in the literature
to improve performance and resource use based on load balancing and task
scheduling in a cloud computing environment. Task scheduling algorithms
can be classified into two main types: (1) traditional (static) algorithms and
(2) heuristic and meta-heuristic (dynamic) algorithms. [2, 3, 6, 10, 17]
provide a comprehensive survey of task scheduling and load balancing
algorithms in cloud computing research work, existing algorithms, and
issues and challenges associated with existing algorithms.

Many researchers have conducted several studies and proposed various
modifications in order to enhance the Round Robin algorithm and to select
the optimal time quantum, which plays a vital role in enhancing the
algorithm. They discuss these round robin modifications in [10]. Studies
have been classified into two categories: RR based on static quantum, and
RR based on dynamic quantum, which is further classified into dynamic per
round and dynamic per process. In [13], a modification of the round robin
algorithm is proposed based on several parameters, such as the execution
time and the task order. The improved model shows effectiveness in

improving the average waiting time and average response time. In [9], an
< —e
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When the timer (time shce) of the task is finished and the task is not
completed, the scheduler forces preempts the tasks on the processor and

adds them to the queue context switch with the next task in the ready queue.
Each context switch contains a processor to save the state of the process and
implement the next running process.

High Response Time: The response time is the time from the arrival time
to the first response being made. Round robin

system response time causes system performance to be degraded.

Very High Turnaround Time: Turnaround time is the total time between an
arrival time and its completion. The Round Robin scheduling algorithm
always makes for higher turnaround time.

Several research attempts have been conducted to enhance the Round
Robin algorithm, focusing on choosing a suitable quantum time. Several
modifications of the Round Robin algorithm are proposed [1, 4, 5, 9-14].
One of the weaknesses/drawbacks of the existing modification of Round
Robin is that if there are outlier values and heterogeneous tasks, the optimal
quantum time of these existing algorithms will be very large and increase
waiting time, turnaround time, and the number of context switches
Handling round-robin limitations in dealing with outlier values and
heterogeneous tasks can result in optimal quantum time, less waiting time,
and high performance and throughput. The main contribution of this paper
is to propose an enhanced Round Robin Task-Scheduling algorithm
focusing on handling traditional RR algorithm disadvantages in dealing
with outlier values and heterogeneous tasks, which provides efficient
resource utilization and decreases waiting time, turnaround time, and

response time.
° >
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happen after adding the process to the queue's tail. The procedure may have
a CPU burst that is shorter than the allocated time quantum. In this case, the
process will be executed and will freely release the CPU. Hence, the
scheduler will select the next process in the FIFO queue. In the second case,
if the process's CPU burst is longer than the allocated time quantum, the
timer will go off. The operating system will be interrupted. A context
switch will occur, and the process will be moved to the end of the ready
queue. The CPU schedulers will select and schedule the next process in the
ready queue.

According to this, the performance of the Round Robin Scheduling
Algorithm depends on the value of the time quantum. At one extreme, if the
time quantum has an extremely large value, this will result in a shorter
response time and the round robin will behave in the same way as FCFS.
On the other hand, if the time quantum is exceedingly small, the number of
context switches will be large, which will result in lower CPU efficiency.

The main drawbacks of the Round Robin Scheduling Algorithm can be
summarized as follows: Increased Average Waiting Time: In round robin,
waiting time is the time the process spends in the waiting room waiting to
be executed. With a large time quantum, completing the process in the
Round Robin Scheduling Algorithm will result in a high average waiting
time.

Low Throughput: Throughput is the number of processes finished per time
unit. Execution of processes in a circular way means more context switches
and lower throughput, and this means lower overall performance. On the
other hand, if the number of context switches is low, this means high

throughput.
< —e
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Accordlngly, designing an efﬁcient task scheduling algorithm that enhances
system performance by balancing job loads among virtual machines is a
critical issue in cloud computing. Several task scheduling algorithms have
been proposed. In a cloud computing environment, task scheduling
algorithms can be classified into two main types: (1) traditional algorithms,
such as first come, first serve (FCFS), shortest job first (SJF), largest job
first (LJF), and round-robin (RR)[1, 4, 5, 9—14], and (2) heuristic and meta-
heuristic algorithms, such as Min-Min, Max-Min[15], particle swarm
optimization (PSO)[2, 7], Grey Wolf and Whale Optimization, and ant
colony optimization (ACO)[3, 16].

Among all these algorithms, Round Robin can be considered the most well-
known and used scheduling algorithm. The Round Robin Scheduling
Algorithm is based on time-sharing, which means sharing a computing
resource among

many users. The Round Robin Scheduling Algorithm provides support for
multiprogramming and multitasking as it allows many users to interact at
the same time with a single computer. The time-sharing characteristic of the
Round Robin Scheduling Algorithm dramatically lowers the cost of
providing computing capability. The algorithm behaves like a First Come,
First Served (FCFS) Scheduling Algorithm, but RR differs from FCFS
because preemption is added to switch between processes. A compact unit
of quantum time is usually calculated where quantum time value depends
on task burst and arrival times. The CPU scheduler checks processes in the
ready queue and assigns the CPU to each process for a time interval of up to
the calculated time quantum. A FIFO queue is used as a ready queue for
processes. New processes will be added to the tail of the FIFO queue. A

timer will be set to the allotted time quantum. One of two things will
* >0
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Introductlon

With the rapid growth of cloud computing and Internet infrastructure, a
growing number of businesses are turning to cloud computing to enhance
productivity, achieve their goals, and meet consumer demands at a lower
cost [1-6]. Cloud computing is one of the most popular and leading
technologies in the information technology area, and it has had a significant
impact on today's computing. In fact, cloud computing plays an important
role in providing and offering three different types of technology services,
namely infrastructure, platform, and software services through the internet
[7, 8]. First, infrastructure as a service (IaaS), where cloud computing
provides infrastructure services such as storage and computation resources.
Second, cloud computing provides platform as a service (PaaS), where a
customer can build their applications on top of the platform. Third, software
as a service (SaaS) is provided by cloud computing, where users can use
software in the cloud without having to install it.

Given a huge number of requested tasks in a finite time, task scheduling is
required to ensure optimal allocation of resources to improve the overall
performance of cloud computing and finally achieve the desired quality of
service (QoS). Task scheduling is the most critical issue in cloud computing
as it is a primary determinant of other performance factors such as
availability and scalability. Task Scheduling helps to take maximum
advantage of available resources; and it accelerates networks and resources.
In general, high performance in cloud computing can be achieved by
allocating workloads among all resources effectively, resulting in minimum
waiting time, execution time, maximum throughput, and optimal resource
utilization.
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Lower and Upper Quartiles Enhanced Round Robin Algorithm
for Scheduling of Qutlier Tasks in Cloud Computing

Dr. Muneer Abdullah Saeed Al-Mekhlafi’  Nashwan Nagi Saleh Al-Marbe™

muneer _hazaa@yahoo.com nashwan.almarbi@gmail.com

Abstract— Cloud computing is one of the top emerging technologies with
huge market and enterprise potential as it provides on-demand, -based access
to large-scale shared computing resources. Task scheduling is one of the most
important issues in cloud computing in order to enhance performance and
resource utilization while minimizing costs. Because of its simplicity and
fairness, the round-robin algorithm is the ideal task scheduling algorithm,
although it suffers from time complexity and cannot handle outlier tasks.
Several modifications of Round Robin have been introduced to enhance time
complexity. To ensure sufficient deal with time complexity and outlier tasks,
this paper introduces a novel enhanced round-robin heuristic algorithm by
utilizing the round-robin algorithm and updating its time quantum
dynamically based on the lower and upper quartiles of the time quantum for
all the tasks in the ready queue. The experimental results on four datasets
showed that the proposed algorithm significantly outperformed baseline
algorithms in terms of the average waiting time, turnaround time, and
response time. The results show that, when compared to the baseline
algorithm in cases 3 and 4, the proposed algorithm enhances the average
waiting time's time complexity by 50% with datasets containing random and
outlier tasks.
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