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ORIGINAL ARTICLE 

Partial Pre-Normality  

Sadeq Ali Saad Thabit* 

 

Abstract 

The main purpose of this paper is to study a new weaker 

version of pre-normality called partial pre-normality, which 

lies between almost pre-normality (resp. quasi pre-normality) 

and mild pre-normality. A space   is called a partially pre-

normal space if for any two disjoint closed subsets of  , one of 

which is closed domain and the other is  -closed, can be 

separated by two disjoint pre-open subsets. We investigate this 

property and present some examples to illustrate the 

relationships between partial pre-normality and other weaker 

kinds of both pre-normality and pre-regularity. 
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1. Introduction 

Throughout this paper, a space 𝑋 always means a topological space on which no 

separation axioms are assumed, unless explicitly stated. The symbols ℝ, ℚ and ℙ denote to the 

set of real, rational and irrational numbers, respectively. For a subset 𝐴 of 𝑋, 𝑋\𝐴, 𝐴 and i𝑛𝑡(𝐴) 

denote to the complement, the closure and the interior of 𝐴 in 𝑋, respectively. A subset 𝐴 of 𝑋 

is said to be a  regularly-open set or an  open domain set if it is the interior of its own closure, 

or equivalently if it is the interior of some closed set  [1]. A complement of an open domain 

subset is called closed domain. A subset 𝐴 of 𝑋 is called a  𝜋-closed set if it is a finite 

intersection of closed domain sets [2]. A complement of a 𝜋-closed set is called  𝜋-open. Two 

sets 𝐴 and 𝐵 of 𝑋 are said to be  separated if there exist two disjoint open sets 𝑈 and 𝑉 in 𝑋 

such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉 [3,4,5]. A subset 𝐴 of 𝑋 is said to be a  pre-open set [6] if 𝐴 ⊆

i𝑛𝑡(𝐴). A subset 𝐴 of 𝑋 is said to be  semi open if 𝐴 ⊆ i𝑛𝑡(𝐴) [7]. A subset 𝐴 of 𝑋 is called  𝛼-

open if 𝐴 ⊆ i𝑛𝑡(i𝑛𝑡(𝐴)) [8]. A space 𝑋 is called a  pre-normal space [9] if any two disjoint 

closed subsets 𝐴 and 𝐵 of 𝑋 can be separated by two disjoint pre-open subsets. A space 𝑋 is 

called an  almost pre-normal space [8] if any two disjoint closed subsets 𝐴 and 𝐵 of 𝑋, one of 

which is closed domain, can be separated by two disjoint pre-open subsets. A space 𝑋 is called 

a  mildly pre-normal space [8] if any pair of disjoint closed domain subsets 𝐴 and 𝐵 of 𝑋, can 

be separated by two disjoint pre-open subsets. A space 𝑋 is said to be a  partially normal space 

[10] if any pair of disjoint closed subsets 𝐴 and 𝐵 of 𝑋, one of which is 𝜋-closed and the other 

is closed domain, can be separated by two disjoint open subsets. A space 𝑋 is said to be a  𝜋-

pre-normal (or 𝜋𝑝-normal) space [11] if any pair of disjoint closed subsets 𝐴 and 𝐵 of 𝑋, one 

of which is 𝜋-closed, can be separated by two disjoint pre-open subsets. A complement of a 

pre-open (resp. semi open, 𝛼-open) set is called pre-closed (resp. semi closed, 𝛼-closed). An 

intersection of all pre-closed sets containing 𝐴 is called  pre-closure of 𝐴 [12] and denoted by 

𝑝 c𝑙(𝐴). A  pre-interior of 𝐴 denoted by 𝑝 i𝑛𝑡(𝐴), is defined to be the union of all pre-open 

sets contained in 𝐴.  

In this paper, we study a new weaker version of pre-normality called partial pre-

normality. We show that partial pre-normality is both an additive and a topological property, 

and it is a hereditary property only with respect to closed domain subspaces. Some properties, 

examples, characterizations and preservation theorems of partial pre-normality are presented in 

this work. 
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2. Definition and Examples 

First, we give the definition of partial pre-normality. 

Definition 2.1  A space 𝑋 is said to be a  partially pre-normal space if for every pair of disjoint 

closed subsets 𝐴 and 𝐵 of 𝑋, one of which is 𝜋-closed and the other is closed domain, there 

exist disjoint pre-open subsets 𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉.   

It can be observed that every partially normal space is partially pre-normal because every open 

set is pre-open, and we conclude:  

pre-normal ⟹ almost pre-normal ⟹ partially pre-normal ⟹ mildly pre-normal 

pre-normal ⟹ quasi pre-normal ⟹ partially pre-normal ⟹ mildly pre-normal 

 

Some counterexamples will be given in this paper to show that none of the above implications 

is reversible. First, we need to recall the following definition:   

Definition 2.2 A space 𝑋 is called a  sub-maximal space [13,14] if every dense subset of 𝑋 is 

an open subset.  

 Note that: every pre-open subset in a sub-maximal space 𝑋 is an open subset. The following 

facts have been presented in [15] (Chapter 7).  

 

Lemma 2.3  Let 𝑋 be a space and 𝐷 be a dense subset of 𝑋, then::  

    1.  𝐷 is p𝑟𝑒-open set in 𝑋.  

    2.  for any subset 𝐴 of 𝑋, we have 𝐴 ∪ 𝐷 is a p𝑟𝑒-open subset.  

    3.  for any closed subset 𝐴 of 𝑋, we have 𝐷\𝐴 is a p𝑟𝑒-open subset.  

    4.  if 𝐴 and 𝐵 are disjoint closed subsets of 𝑋, then (𝐷\𝐴) ∪ 𝐵 and (𝐷\𝐵) ∪ 𝐴 are p𝑟𝑒-open.  

    5.  if 𝑋 has two disjoint dense subsets, then 𝑋 is pre-normal space.  

 

 Since every pre-open subset in a sub-maximal space is an open subset, we get:   

Lemma 2.4 Every partially pre-normal sub-maximal space is partially normal. 
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 Here is an example of a mildly pre-normal space but not partially pre-normal.   

Example 2.5  The irregular lattice topology , Example 79 in [16]: 

Let 𝑋 = {(𝑖, 𝑘): 𝑖, 𝑘 ∈ ℤ, 𝑖, 𝑘 > 0} ∪ {(𝑖, 0);  𝑖 ≥ 0} be the subset of the integral lattice points of 

the plane. The irregular lattice topology on 𝑋 is Urysohn, 𝜎-compact, Lindelöf, second 

countable, not semi regular and has 𝜎-locally finite base [16]. It is easy to show that the irregular 

lattice topology is a sub-maximal space because any dense subset of 𝑋 is an open subset. Hence, 

every pre-open set in 𝑋 is an open subset. The irregular lattice topology is a mildly normal 

space but not partially normal [10]. Thus, it is a mildly pre-normal space. Since 𝑋 is sub-

maximal non partially normal, by the Lemma 2.4 we obtain 𝑋 is not partially pre-normal space.  

 

The following is an example of a partially pre-normal space but not almost pre-normal.   

Example 2.6  The countable complement extension topology , Example 63 in [16]: 

Let 𝑋 = ℝ and let 𝒯1 = 𝒰 the Euclidean topology on ℝ. Let 𝒯2 = 𝒞𝒞 the co-countable topology 

on ℝ. Define 𝒯 to be the smallest topology generated by 𝒯1 ∪ 𝒯2, which is called a  countable 

complement extension topology on 𝑋 [16]. In this space, the only open domain (closed domain, 

𝜋-open, 𝜋-closed) sets in (𝑋, 𝒯) are those which are open domain (closed domain, 𝜋-open, 𝜋-

closed) in (ℝ, 𝒰), where 𝒰 is the Euclidean topology on ℝ. It can be observed that: (𝑋, 𝒯) is 

almost regular, Lindelöf, not almost normal, not semi-regular and ℙ is open. For more 

information about this space, see [15, 16]. Note that: in the countable complement extension 

topology, we have ℙ is dense open subspace and any uncountable subset of ℙ whose 

complement is countable, is also open set in 𝑋. Thus, we can easily show that any dense subset 

of 𝑋 is an open set in 𝑋. Therefore, 𝑋 is a sub-maximal space. Hence, every pre-open subset of 

𝑋 is an open subset. Since every almost regular Lindelöf space is quasi-normal [17], we have 

𝑋 is a quasi-normal space and hence partially normal. Therefore, the countable complement 

extension topology is a partially pre-normal space. Since 𝑋 is sub-maximal non almost normal 

space, we obtain that 𝑋 is not almost pre-normal. Hence, the countable complement extension 

topology is an example of a partially pre-normal space but not almost pre-normal.   

 

 Every partially normal space is partially pre-normal but the converse is not true in general as 

shown by the following example: 

Example 2..7  Consider the product space 𝑋 = (𝜔0 + 1) × [−1,1], where 𝜔0 is the first 

countable ordinal. Let 𝑝 = (𝜔0, 0) ∈ 𝑋, define a topology on 𝑋 by adding to the product 
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topology of 𝑋, the basic open set of 𝑝 which is the form 𝑈𝑛(𝑝) = {𝑝} ∪ ((𝛼, 𝜔0] × (0,
1

𝑛
)), 𝑛 ∈

ℕ, 𝛼 < 𝜔0. Now, we show that 𝑋 is partially pre-normal but not partially normal. To prove the 

space 𝑋 is partially pre-normal, let 𝐴 be 𝜋-closed and 𝐵 be closed domain sets in 𝑋 such that 

𝐴 ∩ 𝐵 = ∅. Let 𝐺 = 𝜔0 + 1 × ((−1,1) ∩ ℚ) and 𝐻 = 𝜔0 + 1 × ((−1,1) ∩ ℙ). Then, 𝐺 and 

𝐻 are disjoint dense subsets of 𝑋. Let 𝑈 = 𝐺 ∪ 𝐴 and 𝑉 = 𝐻 ∪ 𝐵. By the Lemma 2.3, we have 

𝑈 and 𝑉 are disjoint pre-open sets in 𝑋 such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉. Thus, 𝐴 and 𝐵 can be 

separated by two disjoint pre-open subsets. Hence, 𝑋 is partially pre-normal. Now, we show 

that 𝑋 is not partially normal. Let 𝑈 = {1,3,5, … } × [−1,0) and 𝑉 = {0,2,4,6, … } × (0,1]. 

Then, 𝑈 and 𝑉 are open sets in 𝑋 such that 𝑈 = (𝑈 ∪ {𝜔0}) × [−1,0]\{(𝜔0, 0)} and 𝑉 = (𝑉 ∪

{𝜔0}) × [0,1]. Let 𝐸 = 𝑈 and 𝐹 = 𝑉. Then, 𝐸 and 𝐹 are disjoint closed domain sets in 𝑋. But 

𝐸 and 𝐹 can not be separated by two disjoint open subsets. Hence, 𝑋 is not mildly normal space 

and hence not partially normal. Therefore, the space 𝑋 is an example of a partially pre-normal 

space but not partially normal.   

 

 The following example is a partially pre-normal space but not pre-normal. 

Example 2.8  Consider the topology 𝒯 = {𝑋, ∅, {𝑎}, {𝑎, 𝑏}, {𝑎, 𝑐}} on the set 𝑋 = {𝑎, 𝑏, 𝑐}. 

Then, 𝑋 is almost pre-normal [11]. Hence, it is partially pre-normal. But 𝑋 is not pre-normal 

because the sets {𝑏} and {𝑐} are disjoint closed subsets of 𝑋 and they can not be separated by 

two disjoint pre-open subsets. So, (𝑋, 𝒯) is an example of a partially pre-normal space but not 

pre-normal.   

 

Example 2.9   The simplified arens square topology, Example 81 in [16], is Hausdorff, not 

completely Hausdorff (not Urysohn), semi regular, not regular, not normal, Lindelöf, 𝜎-

compact and with 𝜎-locally finite base [16]. Since 𝑋 is semi regular and not regular space, we 

get 𝑋 is not almost regular. Since 𝑋 is 𝑇1 and not almost regular space, we have 𝑋 is not almost 

normal. But 𝑋 is quasi normal space [18]. Thus, it is a partially normal space and hence partially 

pre-normal. Since 𝑆 is an open dense subspace of 𝑋, the sets 𝐶 = 𝑆 ∩ ℚ and 𝐷 = 𝑆 ∩ ℙ are 

disjoint dense subsets of 𝑋. Therefore, 𝑋 is a pre-normal space. Therefore, the simplified arens 

square topology is an example of a partially pre-normal space but not almost regular. Note that 

𝑋 is a pre-regular space but not regular. 

3. Characterizations of Partial Pre-normality 

Now, we give some characterizations of partial pre-normality.  

Theorem 3.1 For a space 𝑋, the following statements are equivalent:  
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(a).  𝑋 is partially pre-normal.  

  ( b).  for every pair of open sets 𝑈 and 𝑉, one of which is open domain and the other is 𝜋-open 

whose union is 𝑋, there exist pre-closed subsets 𝐺 and 𝐻 of 𝑋 such that 𝐺 ⊆ 𝑈, 𝐻 ⊆ 𝑉 and 𝐺 ∪

𝐻 = 𝑋.  

  (c).  for any 𝜋-closed set 𝐴 and each open domain set 𝐵 such that 𝐴 ⊆ 𝐵, there exists pre-open 

set 𝑈 such that 𝐴 ⊆ 𝑈 ⊆ 𝑝 c𝑙(𝑈) ⊆ 𝐵.  

( d).  for every closed domain set 𝐴 and each 𝜋-open set 𝐵 such that 𝐴 ⊆ 𝐵, there exists a pre-

open set 𝑈 such that 𝐴 ⊆ 𝑈 ⊆ 𝑝 c𝑙(𝑈) ⊆ 𝐵.  

(e).  for every pair of disjoint closed sets 𝐴 and 𝐵 of 𝑋, one of which is closed domain and the 

other is 𝜋-closed, there exist two pre-open subsets 𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑈, 𝐵 ⊆ 𝑉 and 

𝑝 c𝑙(𝑈) ∩ 𝑝 c𝑙(𝑉) = ∅.    

Proof. (𝑎) ⟹ (𝑏). Let 𝑈 be an open domain subset and 𝑉 be a 𝜋-open subset of a partially pre-

normal space 𝑋 such that 𝑈 ∪ 𝑉 = 𝑋. Then, 𝑋\𝑈 and 𝑋\𝑉 are disjoint, where 𝑋\𝑈 is closed 

domain and 𝑋\𝑉 is 𝜋-closed. By partial pre-normality of 𝑋, there exist disjoint pre-open subsets 

𝑈1 and 𝑉1 of 𝑋 such that 𝑋\𝑈 ⊆ 𝑈1 and 𝑋\𝑉 ⊆ 𝑉1. Let 𝐺 = 𝑋\𝑈1 and 𝐻 = 𝑋\𝑉1. Thus, 𝐺 and 

𝐻 are pre-closed subsets of 𝑋 such that 𝐺 ⊆ 𝑈, 𝐻 ⊆ 𝑉 and 𝐺 ∪ 𝐻 = 𝑋. 

 (𝑏) ⟹ (𝑐). Let 𝐴 be a 𝜋-closed and 𝐵 be an open domain subset such that 𝐴 ⊆ 𝐵. Then, 𝑋\𝐴 

is 𝜋-open and 𝐵 is open domain in 𝑋 whose union is 𝑋. Then by (𝑏), there exist pre-closed sets 

𝐺 and 𝐻 such that 𝐺 ⊆ 𝑋\𝐴, 𝐻 ⊆ 𝐵 and 𝐺 ∪ 𝐻 = 𝑋. So, 𝐴 ⊆ 𝑋\𝐺, 𝑋\𝐵 ⊆ 𝑋\𝐻 and (𝑋\𝐺) ∩

(𝑋\𝐻) = ∅. Let 𝑈 = 𝑋\𝐺 and 𝑉 = 𝑋\𝐻. Then, 𝑈 and 𝑉 are disjoint pre-open sets such that 

𝐴 ⊆ 𝑈 ⊆ 𝑋\𝑉 ⊆ 𝐵. Since 𝑋\𝑉 is pre-closed, we have 𝑝 c𝑙(𝑈) ⊆ 𝑋\𝑉. Thus, 𝐴 ⊆ 𝑈 ⊆

𝑝 c𝑙(𝑈) ⊆ 𝐵. 

(𝑐) ⟹ (𝑑). Let 𝐴 be closed domain and 𝐵 be 𝜋-open sets in 𝑋 such that 𝐴 ⊆ 𝐵. Then, 𝑋\𝐵 ⊆

𝑋\𝐴, where 𝑋\𝐵 is 𝜋-closed and 𝑋\𝐴 is open domain. By (𝑐), there exists a pre-open set 𝑉 

such that 𝑋\𝐵 ⊆ 𝑉 ⊆ 𝑝 c𝑙(𝑉) ⊆ 𝑋\𝐴. This implies that 𝐴 ⊆ 𝑋\𝑝 c𝑙(𝑉) ⊆ 𝑋\𝑉 ⊆ 𝐵. Put 𝑈 =

𝑋\𝑝 c𝑙(𝑉). Then, 𝑈 is a pre-open set in 𝑋 such that 𝐴 ⊆ 𝑈 ⊆ 𝑝 c𝑙(𝑈) ⊆ 𝐵. 

 (𝑑) ⟹ (𝑒). Let 𝐴 and 𝐵 be any disjoint closed sets such that 𝐴 is closed domain and 𝐵 is 𝜋-

closed. Then, 𝐴 ⊆ 𝑋\𝐵, where 𝑋\𝐵 is 𝜋-open. By (𝑑), there exists a pre-open subset 𝑈 of 𝑋 

such that 𝐴 ⊆ 𝑈 ⊆ 𝑝 c𝑙(𝑈) ⊆ 𝑋\𝐵. Thus, we have 𝐵 ⊆ 𝑋\𝑝 c𝑙(𝑈). Let 𝑉 = 𝑋\𝑝 c𝑙(𝑈). Thus, 

𝑉 is a pre-open subset of 𝑋. Therefore, there exist two pre-open subsets 𝑈 and 𝑉 such that 𝐴 ⊆

𝑈, 𝐵 ⊆ 𝑉 and 𝑝 c𝑙(𝑈) ∩ 𝑝 c𝑙(𝑉) = ∅. 



S. A. S. Thabit / TUJNAS 8(1) (2023) 1 – 16 

 

Page no.|  7 TUJNAS 8(1) 2023 

 (𝑒) ⟹ (𝑎). It is obvious. 

 

4. Partial Pre-normality in Subjects  

The following two lemmas have been presented in [11, 15, 19].   

Lemma 4.1 Let 𝑓: 𝑋 → 𝑌 be a function. Then:  

  1.  an image of a pre-open set under an open continuous function is pre-open.  

  2.  an image of a pre-closed set under an onto, open-and-closed (clopen) continuous function 

is pre-closed.  

  3.  an inverse image of a pre-open (resp. pre-closed, 𝜋-open, 𝜋-closed) set under an open 

continuous function is pre-open (resp. pre-closed, 𝜋-open, 𝜋-closed).  

 

Lemma 4.2   Let 𝑀 be a closed domain (resp. open, dense) subspace of 𝑋 and 𝐴 ⊆ 𝑋. If 𝐴 is a 

pre-open (resp. pre-closed) set in 𝑋, then 𝐴 ∩ 𝑀 is a pre-open (resp. pre-closed) set in 𝑀.   

 

Theorem 4.3 An image of a partially pre-normal space under an open continuous injective 

function is partially pre-normal.   

Proof. Let 𝑋 be a partially pre-normal space and let 𝑓: 𝑋 ⟶ 𝑌 be an open continuous injective 

function. We show that 𝑓(𝑋) is partially pre-normal. Let 𝐴 and 𝐵 be any two disjoint closed 

sets in 𝑓(𝑋), one of which is 𝜋-closed and the other is closed domain. Since the inverse image 

of a 𝜋-closed (closed domain) set under an open continuous function is 𝜋-closed (closed 

domain), by the Lemma 4.1, we have 𝑓−1(𝐴) is 𝜋-closed in 𝑋, 𝑓−1(𝐵) is closed domain in 𝑋 

and 𝑓−1(𝐴) ∩ 𝑓−1(𝐵) = ∅. By partial pre-normality of 𝑋, there exist two pre-open subsets 𝑈 

and 𝑉 of 𝑋 such that 𝑓−1(𝐴) ⊆ 𝑈, 𝑓−1(𝐵) ⊆ 𝑉 and 𝑈 ∩ 𝑉 = ∅. Since 𝑓 is an open continuous 

injective function, we have 𝐴 ⊆ 𝑓(𝑈), 𝐵 ⊆ 𝑓(𝑉) and 𝑓(𝑈) ∩ 𝑓(𝑉) = ∅. By the Lemma 4.1, 

we obtain 𝑓(𝑈) and 𝑓(𝑉) are disjoint pre-open sets in 𝑓(𝑋) such that 𝐴 ⊆ 𝑓(𝑈) and 𝐵 ⊆ 𝑓(𝑉). 

Hence, 𝑓(𝑋) is partially pre-normal.   

 

 From the Theorem 4.3, we obtain:  

Corollary 4.4  Partial pre-normality is a topological property.  
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Theorem 4.5 Partial pre-normality is a hereditary property with respect to closed domain 

subspaces.  

Proof. Let 𝑀 be a closed domain subspace of a partially pre-normal space 𝑋. Let 𝐴 and 𝐵 be 

any disjoint closed sets such that 𝐴 is 𝜋-closed and 𝐵 is closed domain in 𝑀. Since 𝑀 is a closed 

domain subspace of 𝑋, we have 𝐴 and 𝐵 are disjoint closed subsets of 𝑋, where 𝐴 is 𝜋-closed 

and 𝐵 is closed domain. By partial pre-normality of 𝑋, there exist two disjoint pre-open subsets 

𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉. By the Lemma 4.2, we obtain 𝑈 ∩ 𝑀 and 𝑉 ∩ 𝑀 are 

disjoint pre-open sets in 𝑀 such that 𝐴 ⊆ 𝑈 ∩ 𝑀 and 𝐵 ⊆ 𝑉 ∩ 𝑀. Hence, 𝑀 is partially pre-

normal.  

 

 Since every closed-and-open (clopen) subset is closed domain, we have:   

Corollary 4.6 Partial pre-normality is a hereditary property with respect to clopen subspaces. 

 

5. Relationships of Partial Pre-normality  

In this section, we present some relationships between partial pre-normality and almost 

pre-regularity. First, we recall the following definitions:   

Definition 5.1 A space 𝑋 is called an  almost pre-regular space if for each closed domain set 

𝐹 and each 𝑥 ∈ 𝐹, there exist disjoint pre-open sets 𝑈 and 𝑉 such that 𝑥 ∈ 𝑈 and 𝐹 ⊆ 𝑉 [6,12].   

 

Definition 5.2  A space 𝑋 is called a  weakly pre-regular space [8] if for each 𝑥 ∈ 𝑋 and for 

each open domain subset 𝑈 of 𝑋 such that 𝑥 ∈ 𝑈, there exists a pre-open subset 𝑉 of 𝑋 such 

that 𝑥 ∈ 𝑉 ⊆ 𝑝 c𝑙(𝑉) ⊆ 𝑈.  

 

 Partial pre-normality does not imply to almost pre-regularity in general as shown by the 

following example.  

Example 5.3  Consider the topology 𝒯 = {𝑋, ∅, {𝑎}, {𝑏}, {𝑎, 𝑏}} on the set 𝑋 = {𝑎, 𝑏, 𝑐} [11], 

we have 𝑋 is pre-normal and hence partially pre-normal space. But 𝑋 is not almost pre-regular 

because the closed domain {𝑎, 𝑐} does not contain the point 𝑏, and they do not exist two disjoint 
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pre-open subsets containing them. So, (𝑋, 𝒯) is an example of a partially pre-normal space but 

not almost pre-regular.   

Definition 5.4  A space 𝑋 is called a  𝑝1-paracompact space [6,20] if every pre-open cover of 

𝑋 has a locally finite pre-open refinement. 

 

 Clearly, every 𝑝1-paracompact space is nearly paracompact. The following result is analogous 

to the Theorem 5.5 in [8].  

Theorem 5.5  Every weakly pre-regular 𝑝1-paracompact space is partially pre-normal.  

Proof. Let 𝑋 be a weakly pre-regular 𝑝1-paracompact space. Since 𝑋 is 𝑝1-paracompact, it is 

sub-maximal and nearly paracompact, Theorem 1 in [21]. Since 𝑋 is a sub-maximal and a 

weakly pre-regular space, it is weakly regular. In view of that fact that every weakly regular 

nearly paracompact space is 𝜋-normal [15], we obtain 𝑋 is partially normal. Hence, 𝑋 is 

partially pre-normal.   

 

 Since every almost pre-regular space is weakly pre-regular, we get: 

Corollary 5.6  Every almost pre-regular 𝑝1-paracompact space is partially pre-normal.  

 

It can be observed that: partial pre-normality does not imply to almost regularity and vise versa. 

The simplified arens square topology, Example 2.9 is a partially normal 𝑇1-space but not almost 

regular. Thus, it is partially pre-normal 𝑇1-space but not almost regular. 

  

Theorem 5.7  Every partially pre-normal 𝑇1-space in which every singleton {𝑥} is 𝜋-closed is 

almost pre-regular.   

Proof. It is obvious. 

 

6. Properties of Partial Pre-normality 

Now, we present the following result which is in [15].  

Corollary 6.1   If 𝐴 ⊆ 𝑋 =⊕𝑠∈𝑆 𝑋𝑠 is 𝜋-open (resp. 𝜋-closed) in 𝑋, then 𝐴 ∩ 𝑋𝑠 is 𝜋-open 

(resp. 𝜋-closed) in 𝑋𝑠 for each 𝑠 ∈ 𝑆.  
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Theorem 6.2  The sum 𝑋 =⊕
𝑠∈𝑆

  𝑋𝑠, 𝑋𝑠 = ∅  ∀  𝑠 ∈ 𝑆 is partially pre-normal if and only if each 

𝑋𝑠 is partially pre-normal for each 𝑠 ∈ 𝑆.   

Proof. Let 𝑋 =⊕𝑠∈𝑆 𝑋𝑠 be a partially pre-normal space. Since 𝑋𝑠 is a clopen subset of 𝑋, by 

the Corollary 4.6 we have 𝑋𝑠 is a partially pre-normal subspace of 𝑋 for each 𝑠 ∈ 𝑆. Conversely, 

suppose that 𝑋𝑠 is partially pre-normal for each 𝑠 ∈ 𝑆. We show that 𝑋 is partially pre-normal. 

Let 𝐴 and 𝐵 be any two disjoint closed subsets of 𝑋 such that 𝐴 is 𝜋-closed and 𝐵 is closed 

domain. Thus, we have 𝐴 ∩ 𝑋𝑠 is 𝜋-closed and 𝐵 ∩ 𝑋𝑠 is closed domain in 𝑋𝑠 for each 𝑠. Since 

𝐴 ∩ 𝐵 = ∅, we have (𝐴 ∩ 𝑋𝑠) ∩ (𝐵 ∩ 𝑋𝑠) = ∅. Since 𝑋𝑠 is partially pre-normal for each 𝑠, 

there exist pre-open sets 𝑈𝑠 and 𝑉𝑠 in 𝑋𝑠 such that 𝐴 ∩ 𝑋𝑠 ⊆ 𝑈𝑠, 𝐵 ∩ 𝑋𝑠 ⊆ 𝑉𝑠 and 𝑈𝑠 ∩ 𝑉𝑠 = ∅. 

Now, since {𝑋𝑠: 𝑠 ∈ 𝑆} is a family of pairwise disjoint topological spaces, we get 𝐴 =∪𝑠∈𝑆 (𝐴 ∩

𝑋𝑠) ⊆∪𝑠∈𝑆 𝑈𝑠 = 𝑈, 𝐵 =∪𝑠∈𝑆 (𝐵 ∩ 𝑋𝑠) ⊆∪𝑠∈𝑆 𝑉𝑠 = 𝑉 and 𝑈 ∩ 𝑉 = (∪𝑠∈𝑆 𝑈𝑠) ∩ (∪𝑠∈𝑆 𝑉𝑠) =

∪𝑠∈𝑆 (𝑈𝑠 ∩ 𝑉𝑠) = ∅. Thus, 𝑈 and 𝑉 are disjoint pre-open sets in 𝑋 such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉. 

Therefore, 𝑋 is partially pre-normal.  

  

Corollary 6.3 Partial pre-normality is an additive property.  

 

 It is well known that, a finite product of pre-open (pre-closed) sets is pre-open (pre-closed) 

[15]. So, we get:   

Theorem 6.4 Let (𝑋𝑖, 𝒯𝑖) be a space, 𝑖 = 1,2,3, … , 𝑛. If 𝑋 = ∏
𝑛

𝑖=1
  𝑋𝑖 is partially pre-normal, 

then (𝑋𝑖, 𝒯𝑖) is partially pre-normal for each 𝑖 = 1,2,3, … , 𝑛.  

Proof. Let 𝑋 = ∏𝑛
𝑖=1 𝑋𝑖 be partially pre-normal. Let 𝑚 ∈ {1,2,3, . . . , 𝑛} be arbitrary. Let 

𝐴 and 𝐵 be any two disjoint closed sets in 𝑋𝑚, where 𝐴 is 𝜋-closed and 𝐵 is closed domain. Let 

𝜋𝑚: ∏𝑛
𝑖=1 𝑋𝑖 ⟶ 𝑋𝑚 be the natural projection map from 𝑋 onto 𝑋𝑚. Now, 𝜋𝑚

−1(𝐴) = ∏𝑛
𝑖=1 𝑊𝑖, 

(where 𝑊𝑖 = 𝑋𝑖 for each 𝑖 = 𝑚) is 𝜋-closed in 𝑋, 𝜋𝑚
−1(𝐵) = ∏𝑛

𝑖=1 𝑉𝑖, (where 𝑉𝑖 = 𝑋𝑖 for each 

𝑖 = 𝑚) is closed domain in 𝑋 and 𝜋𝑚
−1(𝐴) ⋂ 𝜋𝑚

−1(𝐵) = ∅. Since 𝑋 is partially pre-normal, 

there exist two disjoint pre-open sets 𝑈 and 𝑉 in 𝑋 such that 𝜋𝑚
−1(𝐴) ⊆ 𝑈 and 𝜋𝑚

−1(𝐵) ⊆ 𝑉. 

Since 𝜋𝑚 is an open onto continuous function, by the Lemma 4.1 𝜋𝑚(𝑈) and 𝜋𝑚(𝑉) are disjoint 

pre-open subsets of 𝑋𝑚 such that 𝐴 ⊆ 𝜋𝑚(𝑈) and 𝐵 ⊆ 𝜋𝑚(𝑉). Hence, 𝑋𝑚 is partially pre-

normal. Since 𝑚 was arbitrary, we get (𝑋𝑖, 𝒯𝑖) is partially pre-normal for each 𝑖 ∈ {1,2,3, . . . , 𝑛}.    
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7. Other Characterizations of Partial Pre-normality 

Now, we need to recall the following definitions. 

Definition 7.1   A subset 𝐴 of a space 𝑋 is called:  

    1.   𝑔-closed (resp.  𝑔-open) [21] if 𝐴 ⊆ 𝑈 whenever 𝐴 ⊆ 𝑈 and 𝑈 is open (resp. if 𝐹 ⊆

i𝑛𝑡(𝐴) whenever 𝐹 ⊆ 𝐴 and 𝐹 is closed).  

    2.   𝑔∗-closed (resp.  𝑔∗-open) [22], if 𝐴 ⊆ 𝑈 whenever 𝐴 ⊆ 𝑈 and 𝑈 is 𝑔-open (resp. if 𝐹 ⊆

i𝑛𝑡(𝐴) whenever 𝐹 ⊆ 𝐴 and 𝐹 is 𝑔-closed).  

    3.   𝜋𝑔-closed (resp.  𝜋𝑔-open) [23] if 𝐴 ⊆ 𝑈 whenever 𝐴 ⊆ 𝑈 and 𝑈 is 𝜋-open (resp. if 𝐹 ⊆

i𝑛𝑡(𝐴) whenever 𝐹 ⊆ 𝐴 and 𝐹 is 𝜋-closed).  

    4.   𝑔𝑝-closed (resp.  𝑔𝑝-open) [24] if 𝑝 c𝑙(𝐴) ⊆ 𝑈, whenever 𝐴 ⊆ 𝑈 and 𝑈 is open (resp. if 

𝐹 ⊆ 𝑝  i𝑛𝑡(𝐴), whenever 𝐹 ⊆ 𝐴 and 𝐹 is closed).  

   5.   𝑔∗𝑝-closed (resp.  𝑔∗𝑝-open) [25] if 𝑝 c𝑙(𝐴) ⊆ 𝑈 whenever 𝐴 ⊆ 𝑈 and 𝑈 is 𝑔-open (resp. 

if 𝐹 ⊆ 𝑝  i𝑛𝑡(𝐴), whenever 𝐹 ⊆ 𝐴 and 𝐹 is 𝑔-closed).  

    6.   𝜋𝑔𝑝-closed (resp.  𝜋𝑔𝑝-open) [26] if 𝑝 c𝑙(𝐴) ⊆ 𝑈 whenever 𝐴 ⊆ 𝑈 and 𝑈 is 𝜋-open 

(resp. if 𝐹 ⊆ 𝑝  i𝑛𝑡(𝐴), whenever 𝐹 ⊆ 𝐴 and 𝐹 is 𝜋-closed).  

    7.   𝑟𝑔𝑝-closed (resp.  𝑟𝑔𝑝-open) [14] if and only if c𝑙(𝐴) ⊆ 𝑈 whenever 𝐴 ⊆ 𝑈 and 𝑈 is an 

open domain (resp. if and only if 𝐹 ⊆ 𝑝  i𝑛𝑡(𝐴), whenever 𝐹 ⊆ 𝐴 and 𝐹 is a closed domain). 

 

 From the Definition 7.1, we have: 

closed ⟹ 𝑔∗-closed ⟹ 𝑔-closed ⟹ 𝜋𝑔-closed ⟹ 𝑟𝑔-closed 

closed ⟹ pre-closed ⟹ 𝑔∗𝑝-closed ⟹ 𝑔𝑝-closed ⟹ 𝜋𝑔𝑝-closed ⟹ 𝑟𝑔𝑝-closed 

The following theorem gives some other characterizations of partial pre-normality. 

Theorem 7.2   For a space 𝑋, the following are equivalent:  

 (a).  𝑋 is partially pre-normal.  

(b).  for each 𝜋-closed set 𝐴 and each closed domain set 𝐵 such that 𝐴 ∩ 𝐵 = ∅, there exist 

disjoint 𝑔∗𝑝-open (resp. 𝑔𝑝-open, 𝜋𝑔𝑝-open, 𝑟𝑔𝑝-open) subsets 𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑈 

and 𝐵 ⊆ 𝑉. 
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(c) .  for any 𝜋-closed set 𝐴 and any open domain set 𝐵 with 𝐴 ⊆ 𝐵, there exists a 𝑔∗𝑝-open 

(resp. 𝑔𝑝-open, 𝜋𝑔𝑝-open, 𝑟𝑔𝑝-open) subset 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑉 ⊆ 𝑝 c𝑙(𝑉) ⊆ 𝐵. 

(d).  for any closed domain set 𝐴 and each 𝜋-open set 𝐵 with 𝐴 ⊆ 𝐵, there exists a 𝑔∗𝑝-open 

(resp. 𝑔𝑝-open, 𝜋𝑔𝑝-open, 𝑟𝑔𝑝-open) subset 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑉 ⊆ 𝑝 c𝑙(𝑉) ⊆ 𝐵.   

Proof. (𝑎) ⟹ (𝑏). Let 𝑋 be a partially pre-normal space. Let 𝐴 be 𝜋-closed and 𝐵 be closed 

domain such that 𝐴 ∩ 𝐵 = ∅. By partial pre-normality of 𝑋, there exist disjoint pre-open subsets 

𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉. Thus, 𝑈 and 𝑉 are disjoint 𝑔∗𝑝-open (resp. 𝑔𝑝-open, 

𝜋𝑔𝑝-open, 𝑟𝑔𝑝-open) subsets of 𝑋 such that 𝐴 ⊆ 𝑈 and 𝐵 ⊆ 𝑉. 

(𝑏) ⟹ (𝑐). Suppose (𝑏) holds. Let 𝐴 be 𝜋-closed and 𝐵 be an open domain subset of 𝑋 such 

that 𝐴 ⊆ 𝐵. Then, 𝐴 ∩ 𝑋\𝐵 = ∅. Thus, 𝐴 and 𝑋\𝐵 are disjoint, where 𝐴 is 𝜋-closed and 𝑋\𝐵 

is closed domain. By (𝑏), there exists disjoint 𝑟𝑔𝑝-open subsets 𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑈 

and 𝑋\𝐵 ⊆ 𝑉. Therefore, we have 𝐴 ⊆ 𝑝 i𝑛𝑡(𝑈), 𝑋\𝐵 ⊆ 𝑝 i𝑛𝑡(𝑉) and 𝑝 i𝑛𝑡(𝑈) ∩ 𝑝 i𝑛𝑡(𝑉) =

∅. Let 𝐺 = 𝑝 i𝑛𝑡(𝑈). Then, 𝐺 is a pre-open subset of 𝑋 and hence 𝑔∗𝑝-open (resp. 𝑔𝑝-open, 

𝜋𝑔𝑝-open, 𝑟𝑔𝑝-open) such that 𝐴 ⊆ 𝐺 ⊆ 𝑝 c𝑙(𝐺) ⊆ 𝐵. 

(𝑐) ⟹ (𝑑). Suppose (𝑐) holds. Let 𝐴 be closed domain and 𝐵 be 𝜋-open subsets of 𝑋 such that 

𝐴 ⊆ 𝐵. Then, 𝑋\𝐵 ⊆ 𝑋\𝐴, where 𝑋\𝐵 is 𝜋-closed and 𝑋\𝐴 is open domain. By (𝑐), there 

exists 𝜋𝑔𝑝-open set 𝑈 such that 𝑋\𝐵 ⊆ 𝑈 ⊆ c𝑙(𝑈) ⊆ 𝑋\𝐴. This implies that 𝑋\𝐵 ⊆

p𝑖𝑛𝑡(𝑈) ⊆ p𝑖𝑛𝑡(p𝑐𝑙(𝑈) ⊆ p𝑐𝑙(𝑈) ⊆ 𝑋\𝐴. Thus, we have 𝐴 ⊆ 𝑋\p𝑐𝑙(𝑈) ⊆ 𝑋\

p𝑖𝑛𝑡(p𝑐𝑙(𝑈)) ⊆ 𝑋\p𝑖𝑛𝑡(𝑈) ⊆ 𝐵. Put 𝑉 = 𝑋\p𝑐𝑙(𝑈). Then, 𝑉 is pre-open and hence a 𝑔∗𝑝-

open (resp. 𝑔𝑝-open, 𝜋𝑔𝑝-open, 𝑟𝑔𝑝-open) subset of 𝑋 such that 𝐴 ⊆ 𝑉 ⊆ p𝑐𝑙(𝑉) ⊆ 𝐵. 

(𝑑) ⟹ (𝑎). Suppose (𝑑) holds. Let 𝐴 be closed domain and 𝐵 be 𝜋-closed such that 

𝐴 ∩ 𝐵 = ∅. Then, we have 𝐴 ⊆ 𝑋\𝐵 where 𝑋\𝐵 is 𝜋-open. By (𝑑), there exists an 𝑟𝑔𝑝-open 

subset 𝑉 of 𝑋 such that 𝐴 ⊆ 𝑉 ⊆ 𝑝 c𝑙(𝑉) ⊆ 𝑋\𝐵. Then, we obtain 𝐴 ⊆ 𝑝 i𝑛𝑡(𝑉) ⊆ 𝑉 ⊆

𝑝 c𝑙(𝑉) ⊆ 𝑋\𝐵. Let 𝐺 = 𝑝 i𝑛𝑡(𝑉) and 𝐻 = 𝑋\𝑝 c𝑙(𝑉). Then, 𝐺 and 𝐻 are disjoint pre-open 

subsets of 𝑋 such that 𝐴 ⊆ 𝐺 and 𝐵 ⊆ 𝐻. Hence, 𝑋 is partially pre-normal. 

 

8. Preservation Theorems on Partial Pre-normality 

In this section, we present some preservation theorems of partial pre-normality. First, 

recall the following definitions:  

Definition 8.1  A function 𝑓: 𝑋 ⟶ 𝑌 is said to be:  

 1.   𝑟𝑐-continuous [27] if 𝑓−1(𝐹) is closed domain in 𝑋 for each closed domain 𝐹 of 𝑌.  



S. A. S. Thabit / TUJNAS 8(1) (2023) 1 – 16 

 

Page no.|  13 TUJNAS 8(1) 2023 

 2.   𝜋-continuous [23,28] if 𝑓−1(𝐹) is 𝜋-closed in 𝑋 for each closed 𝐹 of 𝑌.  

 3.   weakly open [14] if for each open subset 𝑈 of 𝑋, 𝑓(𝑈) ⊆ i𝑛𝑡(𝑓(𝑈)).  

 4.   𝑅-map [14,23] if 𝑓−1(𝑉) is open domain in 𝑋 for every open domain set 𝑉 of 𝑌.  

 5.   almost pre-irresolute [29] if for each 𝑥 ∈ 𝑋 and each pre-neighborhood 𝑉 of 𝑓(𝑥) in 𝑌, 

𝑝 c𝑙(𝑓−1(𝑉)) is a pre-neighborhood of 𝑥 in 𝑋.  

 6.   𝑀𝑝-closed (resp.  𝑀𝑝-open) [6,12,14] if 𝑓(𝑈) is pre-closed (resp. pre-open) in 𝑌 for each 

pre-closed (resp. pre-open) 𝑈 in 𝑋.  

 

Lemma 8. 2,  [14], If 𝑓: 𝑋 ⟶ 𝑌 is a weakly open continuous function, then 𝑓 is 𝑀𝑝-open and 

𝑅-map.  

 

Clearly, every pre-irresolute function is almost pre-irresolute, and every 𝜋-continuous function 

is continuous. Now, we present the following preservation theorems of partial pre-normality.  

Theorem 8.3  If : 𝑋 ⟶ 𝑌 is an 𝑀𝑝-open 𝑟𝑐-continuous and almost pre-irresolute surjection 

function from a partially pre-normal space 𝑋 onto a space 𝑌, then 𝑌 is partially pre-normal.  

Proof. Let 𝐴 be a 𝜋-closed and 𝐵 be an open domain subsets of 𝑌 such that 𝐴 ⊆ 𝐵. Then by 

𝑟𝑐-continuity of 𝑓, 𝑓−1(𝐴) is 𝜋-closed and 𝑓−1(𝐵) is open domain subsets of 𝑋 such that 

𝑓−1(𝐴) ⊆ 𝑓−1(𝐵). Since 𝑋 is partially pre-normal, by the Theorem 3.1, there exists a pre-open 

subset 𝑉 of 𝑋 such that 𝑓−1(𝐴) ⊆ 𝑉 ⊆ 𝑝 c𝑙(𝑉) ⊆ 𝑓−1(𝐵). Since 𝑓 is 𝑀𝑝-open and almost pre-

irresolute surjection, it follows that 𝑓(𝑉) is a pre-open subset of 𝑌 and 𝐴 ⊆ 𝑓(𝑉) ⊆

𝑝 c𝑙(𝑓(𝑉)) ⊆ 𝐵. By the Theorem 3.1, we obtain 𝑌 is partially pre-normal.  

  

Theorem 8.4  If : 𝑋 ⟶ 𝑌 is an 𝑀𝑝-open, open, 𝜋-continuous and almost pre-irresolute function 

from a partially pre-normal space 𝑋 onto a space 𝑌, then 𝑌 is partially pre-normal.  

Proof. Let 𝐴 be 𝜋-closed in 𝑌 and 𝐵 be open domain in 𝑌 such that 𝐴 ⊆ 𝐵. By 𝜋-continuity 

and openness of 𝑓, 𝑓−1(𝐴) is 𝜋-closed and 𝑓−1(𝐵) is open domain in 𝑋 such that 𝑓−1(𝐴) ⊆

𝑓−1(𝐵). By partially pre-normality of 𝑋, there exists a pre-open set 𝑈 of 𝑋 such that 𝑓−1(𝐴) ⊆

𝑈 ⊆ 𝑝 c𝑙(𝑈) ⊆ 𝑓−1(𝐵). Since 𝑓 is 𝑀𝑝-open almost pre-irresolute surjection, we obtain 𝐴 ⊆
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𝑓(𝑈) ⊆ 𝑝 c𝑙(𝑓(𝑈)) ⊆ 𝐵, where 𝑓(𝑈) is pre-open in 𝑌. By the Theorem 7.2, we get 𝑌 is 

partially pre-normal.   

 

Theorem 8.5 If : 𝑋 ⟶ 𝑌 is an 𝑀𝑝-closed and open 𝜋-continuous function from a partially pre-

normal space 𝑋 onto a space 𝑌, then 𝑌 is partially pre-normal.  

Proof. Let 𝑈 and 𝑉 be open subsets of 𝑌 such that 𝑈 is 𝜋-open and 𝑉 is open domain such that 

𝑈 ∪ 𝑉 = 𝑌. This implies that 𝑓−1(𝑈) ∪ 𝑓−1(𝑉) = 𝑋. By openness 𝜋-continuity of 𝑓, 𝑓−1(𝑈) 

is 𝜋-open in 𝑋 and 𝑓−1(𝑉) is open domain in 𝑋. Since 𝑋 is partially pre-normal, by the Theorem 

3.1 there exist pre-closed sets 𝐺 and 𝐻 in 𝑋 such that 𝐺 ⊆ 𝑓−1(𝑈), 𝐻 ⊆ 𝑓−1(𝑉) and 𝐺 ∪ 𝐻 =

𝑋. Thus, 𝑓(𝐺) ⊆ 𝑈, 𝑓(𝐻) ⊆ 𝑉 and 𝑓(𝐺) ∪ 𝑓(𝐻) = 𝑌. Since 𝑓 is an 𝑀𝑝-closed function, we 

have 𝑓(𝐺) and 𝑓(𝐻) are pre-closed subsets of 𝑌. By the Theorem 3.1, we obtain 𝑌 is partially 

pre-normal.  

 

Theorem 8.6   If 𝑓: 𝑋 ⟶ 𝑌 is an open 𝜋-continuous, weakly open surjection and 𝑋 is partially 

pre-normal, then 𝑌 is partially pre normal.  

Proof. Let 𝐴 and 𝐵 be any disjoint closed subsets of 𝑌 such that 𝐴 is 𝜋-closed and 𝐵 is closed 

domain. Since 𝑓 is an open 𝜋-continuous surjection, we have 𝑓−1(𝐴) and 𝑓−1(𝐵) are disjoint, 

𝑓−1(𝐴) is 𝜋-closed and 𝑓−1(𝐵) is closed domain subsets of 𝑋. Since 𝑋 is partially pre-normal, 

there exist disjoint pre-open sets 𝑈 and 𝑉 in 𝑋 such that 𝑓−1(𝐴) ⊆ 𝑈 and 𝑓−1(𝐵) ⊆ 𝑉. Since 

𝑓 is a weakly open continuous surjection, by the Lemma 8.2, we have 𝑓 is 𝑀𝑝-open and 𝑅-

map. Thus, 𝑓(𝑈) and 𝑓(𝑉) are disjoint pre-open sets in 𝑌 such that 𝐴 ⊆ 𝑓(𝑈) and 𝐵 ⊆ 𝑓(𝑉). 

Hence, 𝑌 is partially pre-normal. 

   

Theorem 8.7   If 𝑓: 𝑋 ⟶ 𝑌 is an 𝑀𝑝-open, 𝑟𝑐-continuous and almost pre-irresolute surjection 

on a partially pre-normal space 𝑋 onto a space 𝑌, then 𝑌 is partially pre-normal.  

Proof. Let 𝐴 be 𝜋-closed and 𝐵 be open domain in 𝑌 such that 𝐴 ⊆ 𝐵. By 𝑟𝑐-continuity of 𝑓, 

we obtain 𝑓−1(𝐴) is 𝜋-closed in 𝑋 and 𝑓−1(𝐵) is open domain in 𝑋 such that 𝑓−1(𝐴) ⊆

𝑓−1(𝐵). By partial pre-normality of 𝑋, there exists a pre-open set 𝑈 such that 𝑓−1(𝐴) ⊆ 𝑈 ⊆

𝑝 c𝑙(𝑈) ⊆ 𝑓−1(𝐵). Thus, 𝑓(𝑓−1(𝐴)) ⊆ 𝑓(𝑈) ⊆ 𝑓(𝑝 c𝑙(𝑈)) ⊆ 𝑓(𝑓−1(𝐵)). Since 𝑓 is an 𝑀𝑝-
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open, almost pre-irresolute surjection, we obtain 𝐴 ⊆ 𝑓(𝑈) ⊆ 𝑝 c𝑙(𝑓(𝑈)) ⊆ 𝐵, where 𝑓(𝑈) is 

a pre-open subset of 𝑌. By the Theorem 3.1, we have 𝑌 is partially pre-normal.  

 

 We can distinguish some other preservation theorems on partial pre-normality similar to those 

on mild pre-normality, almost pre-normality and quasi pre-normality in [8,11]. 

 

Problems: The following problems are still open in this work.  

  1.  Is there a 𝑇1-space 𝑋 that is a partially pre-normal space but not almost pre-regular?  

  2.  Is there an example of a partially pre-normal space but not quasi pre-normal? 

 

 

9. Conclusions 

A new version of pre-normality called partial pre-normality have been studied in this 

work. We have shown that partial pre-normality is both a topological and an additive property, 

and it is a hereditary property with respect to closed domain subspaces. We investigate that 

partial pre-normality is different from the other weaker kinds of pre-normality. Some results, 

properties, examples, characterizations and preservation theorems of partial pre-normality were 

presented. 
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Abstract 

Patient satisfaction is one of the most important indicator of 

quality of care. Patient satisfaction surveys may provide the 

means for patient to express concerns about the services 

received, and to express their views about new services needed. 

Aim of this study was to determine some of the factors that may 

influence patients’ satisfaction with health care services, 

particularly radiological department in a Yemen. The study was 

a cross –sectional study was conducted among patients (aged 

18-80 years), that targeted patients who presented at the 

radiology department over the period of three months. 450 

patients attending radiology department of the SGH were taken 

for the study purpose. Data was collecting using a 20 items self-

completion questionnaire designed in line with the objectives 

of the study. Data were categorized into groups and analyzed 

to draw the patient’s satisfaction to the health care services. Out 

of the 450 patients interviewed for the study, 290 (64.4%) were 

males and 160 (34.6 %) were females. Majority of the patients 

(37.3 %) belonged to the age group 20-39 yrs., followed by 

36.9 % in the age group 40-50 yrs. There were only (20.9 %) 

patients who were more than 50 yrs. of age.. When enquired 

regarding behaviour satisfaction conducted by different staff 

members Receptionist, 49 % Technician 68 % and doctors 86.8 

%.  Patient satisfied with behaviour, privacy and time given by doctors but problem lies with the coast 

and availability of some services and dissatisfaction was found to be more regarding cleanliness in the 

toilets and the politeness of some receptionist, high temperature, bed sheets, noise, suitable seats 

availability should be some urgent issues needing concern. Time waiting from appointment is also still 

a problem issue. 
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1. Introduction 

Health care quality is a global issue. The health care industry is undergoing a rapid 

transformation to meet the ever-increasing needs and demands of its patient population [1]. The 

primary goal of the tertiary care hospital as a highest level of health care provision is to provide 

best possible health care to the patients. The modern era where it is the right of every patient to 

demand best possible care in hospitals, it is the duty of every staff member of the hospital to 

deliver his optimum efforts to the entire satisfaction of the patient [2]. Patient satisfaction is one 

of the established yardsticks to measure success of the services being provided in the health 

facilities. But it is difficult to measure the satisfaction and gauze responsiveness of the health 

systems as not only the clinical but also the non-clinical outcomes of care do influence patient 

satisfaction [3]. There are five main factors that determine patients’ satisfaction with health 

services: Reliability of services, responsiveness to customer needs, assurance-guaranteeing 

comfort to patients, empathy, and tangibles like physical appearance of the departments and 

quality of the equipment.  

For the information provided to patients to be effective, it must be provided in a format 

that is easily understood by the patient (or accompanying person if the patient is not capable of 

understanding). The level of information should be appropriate to the hazard presented. 

Hospital radiology departments are known to produce very varied instructions to patients [4]. 

We use Satisfaction questionnaires as a tool to evaluate whether the management of the 

department and the efforts made obtain a good result [5]. 

 

2. Aim and Objectives  

This study was to determine some of the factors that may influence patients’ satisfaction 

with health care services, particularly radiological services in a Yemen in tertiary hospital likely 

Saudi-Germany Hospital-Sana'a Yemen.  

Radiological services can be defined simply as services which are rendered to a patient 

visiting the radiology department, which can be either routine services those carried out on a 

day-to-day basis or some special examinations that are carried out on special cases that require 

the use of contrast agents. The aim of this study to assess: 

1- Quality of care and patients 'satisfaction in the radiology department in.  

2- Improved radiological services based on the information gathered to better address the 

concerns of the patients and ultimately improve their satisfaction with radiological 

services. 
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3. Subjects and methods. 

A hospital based cross sectional study was carried out in Saudi-Germani hospital Sana’a, 

which is a bedded tertiary care hospital. The study was conducted from Oct to Dec 2014. The 

prevalence used for sample size calculation was 80%. The sample size was inflated by 10% to 

take care of non-response, incomplete responses and refusals. Patients between the ages of 18 

and 80 years attending the outpatient department (OPD) and admitted in various specialties of 

indoor patient departments (IPD) were referred to radiology department included in the study. 

However, patients advised for or admitted to the intensive care unit /cardiac care unit 

/emergency with conditions related to psychiatry or maternity and those with severe acute or 

chronic illness were excluded from the study since these were considered to be exceptional 

circumstances. 

The questionnaire was given to patients to fill it after having been in the radiology 

department during the period of the study. A total of 450 questionnaires were distributed; The 

questionnaire was administered by trained individuals after obtaining verbal consent from all 

subjects. In order to maintain complete confidentiality no names were recorded on the 

questionnaire. Prior approval of the ethical board was obtained before beginning the survey. 

Questionnaires were answered by the patients themselves while illiterates were assessed by a 

patient relationship staff in the hospital who was blinded to the objective of the study and not a 

member of the radiology department staff. The questionnaire consists of 20 questions 

distributed as follows: 

– The Socio-demographic profile and residency of the patients: it included the 1st three 

questions (age and gender). 

– Questions were asked before doing examination include receptionist dealing with patient 

for reservation, waiting time from the appointment was requested until the test was 

performed, facility of choosing time for the appointment according to availability time for 

the patient and getting information and explanation regarding the examination. 

– Questions were asked about the department including easy to find the radiology department 

on arrival to the hospital and receive services, politeness of staff with you in the department,  

the time of waiting from the time of the appointment till attendance and if the patient was 

told about the waiting time. 

– Questions were asked about comfort, including availability of free seats, comfort of the 

seats, temperature and the noise in the waiting room, cleanliness of the department and 

toilet. 
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– Questions were asked about professionals including: Doctors and medical staff listening for 

complains and questions with care, medical and non-medical staff skills and behavior 

enough good with respect of privacy of patient, giving you information about the test and 

if there was any different information given from radiology doctors , opportunity to get a 

help and ask questions about the test, ensure the confidentiality of the information, respect 

your privacy during the doing test. 

– Questions were asked about satisfaction of the service including: the general satisfaction, 

come back if he needed in future and if the patient will recommend the department of 

radiology to another patient due to doctors and staff is qualified and cooperative. 

 

3.1 Scoring of the questionnaire  

Socio-demographic section in the questionnaire was scored as follows: gender (0=male, 

1=female). Patients indicated their level of satisfaction by selecting responses ranging from 

poor=1, fair=2, good=3, very good=4 and excellent=5. Those who chose poor, and fair were 

considered dissatisfied while those who selected good, very good and excellent were considered 

satisfied. 

 

3.2 Analysis of data 

The statistical package SPSS10.0 for Windows XP was used to perform the statistical 

analysis. As the last two questions are the best questions summarizing the objective of the study 

nominal regression was calculated to measure which variables, best explained the variability in 

satisfaction with and recommendation of the department. The results obtained for satisfaction. 

 

4. Results  

The Socio- demographic profile in table 1 itself shows the importance of the hospital 

because majority of the respondent were in the age group of 18-80 years, which is economically 

productive age group for the families belonging to underserved, needy section of the society. 

The majority of the study samples were female; (160) 34.6 % male; (290) 64.4 %. With the 

mean group of age 20-39 years old. In the analysis of the association of the socio demographic 

variables and recommendations of the radiology department to others, there is a statistically 

significant difference in the gender with the attitude and behavior of the healthcare providers 

(Table 1 and 2). 

 

 



A. M. Y. Al-Mutahar / TUJNAS 8(1) (2023) 17 – 25 

 

Page no.|  21 TUJNAS 8(1) 2023 

Table 1: Socio-demographic profile of the respondents (n=450) 

Characteristics 

Age 
Male No (%) Female No (%)  Total No (%) 

Under 20 years 
19 (4.22%) 3 (0.67%) 22 (4.88 %) 

20-39 years  
99 (22.%) 69 (15.3%) 168 (37.32%) 

40-49 years 94 (20.9%) 72 (16%) 166 (36.9 %) 

Over 50 years 

78 (17.3%) 16 (3.6%) 94 (20.9 %) 

290(64.4%) 160 (35.6%) 450 (100%) 

Geographic Distribution 

Urban 185 103 288 (64%) 

Rural 126 36 162 (36%) 

 

It was found that questions about the informed waiting time Q, information before 

examination Q, noise in the department Q, cleanliness of the department Q, waiting time to 

appointment Q and conflict of information Q were found to have the highest percentage. The 

variables statistically affecting the general satisfaction were cleanliness of the department, 

giving options in choosing the appointment, giving information before appointment regarding 

the examination or the treatment, waiting time from the time of the appointment was requested 

until the test was performed in radiology, politeness of persons of the department and being 

informed about waiting time as shown in (Table 3). 

 

Table 2: Patients satisfaction with the attitude and behavior of the healthcare providers (n=450) 

ASPECT OF CARE SATISFIED in % DISSATISFIED in % 

Behavior of the Receptionist 49 % 51 % 

Behavior of the Technician 68 % 32 % 

Behavior of the Doctors 86.8 % 13.2 % 
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Table 3: Availability of General basic facilities in the hospital (n=450) 

AVAILABILITY OF FACILITIES ADEQUATE (%) INADEQUATE (%) 

Toilets 60 % 40 % 

Noise 57 % 43 % 

Cleanliness 65 % 35 % 

Location of Department 88 % 12 % 

Waiting room /seating availability & 

comfort 

56 % 43 % 

Temperature 74 % 26 % 

 

The variables which statistically affected recommendation of the imaging radiology to 

the others were giving options in choosing the appointment, waiting time from the time of the 

appointment was requested until the test was performed in the radiology department, clean 

toilets, giving information before appointment regarding the examination or the treatment, 

conflict of information, cleanliness and noise in the department as shown in (Table 3). In the 

analysis of the percentage of dissatisfaction for the overall questionnaire (Table 4). 

 

Table 4:  Patient’s satisfaction to radiology services. 

PATIENT OVERALL RATING 

Care Excellent Very good Good Fair Poor 

Doctor-patient 30 22 5.4 28.5 13.9 

General facilities availability 26.8 33 11.1 13 6.1 

Information & support 43 25 3 13 6.1 

Department care 30 27.5 21.8 15 5.7 

General satisfaction 35 26 17.5 14.7 6.6 

 

5. Discussion   

Satisfaction is a multi-dimensional concept influenced by preconceived thoughts or 

even previous experiences, which make its measurements and comprehension difficult as an 

isolated concept. Measurement of satisfaction is part of a concept, which is difficult to quantify 

and even define. Many authors define it as a subjective concept aimed at relating the grade at 

which health care responds to the expectations of the patient or community. Satisfaction 

questionnaires in patients receiving health care are useful tools when evaluating whether the 
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management of the department and the efforts made obtain a good result [6]. Different studies 

have found a strong association between the perception of the global quality of a department 

and the satisfaction of the patients. 

In our study, the socio-demographic characteristics of participants showed that most of 

them were males (64.4 %). This result controversial with Caminals study [4] which reported 

that 58% of those surveyed were women. The socio-demographic characteristics (gender, 

geographic distribution and health status) significantly affect the overall impression on the 

radiology department. Gender only significantly affect the recommendation of the department 

to the others and this agrees with Andres et al. [7], while it was controversial with Perez et al., 

study [6], who reported that socio-demographic characteristics did not affect the overall 

impression or recommendation of the department to the others. 

The social aspects result like giving information about waiting time, information before 

examination and conflict information were unsatisfactory to the patients. This explained by low 

level of education of most the patients and many procedures of imaging radiology includes 

many steps as some cases of scan required preparation, fasting or dynamic images or IV contrast 

(need creatine test) prior to the IVP,CT and angiogram test. Reception of the patients on arrival 

will affect their satisfaction since the successful application of medical knowledge depends on 

the patients’ perception of hospital personnel and the hospital itself, radiodiagnostic services 

found that adequate explanation and instruction to the patient about the procedure before the 

examination that is carried out is necessary since it significantly contributes to obtaining a good 

diagnostic image [8].  

In our study, patients were not satisfied with the degree of cleanliness and noise in the 

department and these results disagree with Okaro et al., study [9], who reported that the waiting 

areas were recognize as uncomfortable by 83.7% of the study population. In our study, the 

waiting time from the time of the appointment was requested until the test was perform in 

imaging radiology or the length of the waiting time greatly affected satisfaction of the patients, 

and this agrees with many of studies [10] which consider waiting time as an important 

parameter in affecting the satisfaction of health care user. 

Respect for privacy dissatisfaction may be attributed in part to the poor conditions of 

changing rooms, waiting areas, and design of examination rooms. Patients often feel a sense of 

intrusion of their privacy, when the examination rooms are not guarded against other staff and 

patients. Staff attitude and courtesy are among high dissatisfaction levels which may also be 

partially attributed to a large number of patients who visit this facility, each expecting to leave 

early and may sometimes lead to altercations between receptionist and patients. Staff were, 
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however, not justified to be of bad behavior to patients based on this reason. This is in line with 

the study conducted in Ghana, but this is in contrast with the study conducted in Ethiopia, which 

shows high satisfaction level in that item [11]. 

 

6. Conclusions 

This study shows assessing satisfaction of patients is simple, easy and cost-effective 

way for evaluation of hospital services and has helped finding that patients admitted in SGH 

Sana’a Hospital were more satisfied with behavior of doctors, but problem lies with the coast 

and availability of some services and dissatisfaction was found to be more regarding cleanliness 

in the toilets and the politeness of some receptionist. Bed sheets, noise, suitable seats. High 

temperature availability should be some urgent issues needing concern. Time waiting from 

appointment is also still a problem issue. 

Patients’ satisfaction is greatly affected by many factors which can be improved by the 

radiology department staff dealing pattern as waiting time, cleanliness of the department and 

most these factors can be refined by improving the system of booking and registration and 

training the department staff to simplify the imaging radiology procedure to the patient and 

prepare them for any unexpected changes in the time schedule. 

Certain improvements are also needed in the waiting area by making it informative and 

comfortable. Hospital administration should ensure that all the equipment’s are working 

properly and well maintained. The fact that some patients expressed dissatisfaction with the 

services indicates that health care providers need to do more in the drive towards improving 

service windows in order to improve efficiency, minimize patient waiting times and provide for 

patient comfort. Periodic patient satisfaction survey should be institutionalized to provide 

feedback for continuous quality improvement. 
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Abstract 

The dramatic increase in user comments describing their 

feelings about products, services, and events brings sentiment 

analysis to the forefront as a way to monitor public opinion 

about products and events. Feature selection is an important 

subtask of sentiment analysis, which aims to improve the 

performance of learning algorithms and reduce the 

dimensionality of a problem. Feature selection is an important 

subtask of sentiment analysis, as it can improve the 

performance of learning algorithms while reducing the 

dimensionality of a problem. Moreover, the high-dimensional 

feature spaces caused by the morphological richness of Arabic 

motivate further research in this area. In this paper, a hybrid 

filter-based and genetic feature selection algorithm is proposed 

using four machine learning algorithms, namely decision tree, 

Naive-Bayes, K-NN and meta-ensemble methods. The 

performance of the proposed algorithm is compared with the 

performance of baseline models. A wide range of experiments 

are conducted on two standard Arabic datasets. The 

experimental results clearly show that the improved methods 

outperform the other baseline models for Arabic sentiment 

analysis. The results show that the improved models 

outperform traditional approaches in terms of classification 

accuracy, with a 5% increase in the macro average of F1. 
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1. Introduction 

Given the large amount of online opinions and reviews provided by social media users 

about strategies, services, and products, understanding the extremely important information in 

social media content is of great value to many interested groups such as customers, business 

owners, and stakeholders. People use social media for a variety of purposes, including expressing 

their views on products and policies, leading various parties such as customers, businesses, and 

governments to begin analyzing those opinions. In fact, customer opinions and ratings play an 

important role in decision-making processes. In particular, decision makers take into account the 

experiences of their peers when making decisions, which consume valuable resources such as 

time and/or money. Identifying and analyzing customer opinions in an efficient and correct way 

to understand both current and potential customer needs has become a critical challenge for 

market-oriented product design.  

 Sentiment analysis is about identifying and analyzing explicit or implicit feelings and 

emotions expressed in posts on social media [1, 2]. Sentiment analysis is an important research 

area in the field of natural language processing (NLP). Sentiment analysis is a special type of 

text classification in which the general sentiment expressed in a review is classified into either 

positive or negative classes. As with any classification task, there are various methods and 

approaches for sentiment classification and opinion mining. Most of these methods and 

approaches can be divided into two main methods: supervised [3-7] and unsupervised learning 

approaches [1, 8, 9]. In supervised machine learning, sentiment corpora are used to train 

classifiers. Unsupervised approaches, also known as lexicon-based approaches, estimate the 

sentiment polarity of a text based on the subjective alignment of words or phrases [1, 8]. 

As part of sentiment analysis, feature selection is an important task that can significantly 

improve the performance of sentiment analysis [3, 5, 10, 11]. Feature selection is an important 

step to shorten the processing time and improve the analysis accuracy by reducing the feature 

sizes. In general, feature selection methods can be divided into two types: statistical methods 

and meta-heuristic methods. Statistical methods usually consist of two steps, feature evaluation 

and selection of the best subset. Meta-heuristics based feature selection methods are divided into 

four steps: Generation of initial subsets, evaluation of subsets, generation of next iteration, 

stopping criteria, and verification of results. Statistical methods are time-saving and provide 

faster results, while meta-heuristic feature selection is power-efficient as it can significantly 

improve accuracy. To combine the strengths of these approaches, a filter-based guided meta-

heuristic feature-based method is introduced in this paper to improve the time and performance 

efficiency of the meta-heuristic method. The key ideas are based on reducing the search space 
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for meta-heuristic feature selection. In the new paper, we propose two layers of feature selection 

methods that combine a genetic algorithm with traditional feature selection methods. In addition, 

this paper evaluates four machine learning algorithms - decision tree, Naive-Bayes, K-NN, and 

meta-ensemble - with the proposed feature selection method. 

The remainder of this paper is organized as follows. Section 2 presents related work, 

while Section 3 describes the methodology as well as the classification modules and feature 

selection methods. In Section 4, we present the experimental setup. Section 5 discusses the 

experimental results. Finally, we conclude our work and discuss future research directions in 

section 6. 

 

2. Related Work  

This section provides a review of techniques proposed for analysis sentiment and Arabic 

subjectivity including feature selection and extraction and sentiment analysis. Abbasi, et al. [12] 

proposed a system for sentiment analysis task in a multi-language web forum at the document 

level. The system depends on an Entropy-Weighted Genetic Algorithm (EWGA) to choose the 

best features, and the Support Vectore Machine (SVM) with the linear kernel for the sentiment 

classification. Their method tries to find an over- lap between language-independent features, 

including syntactic and stylistic features and This research applied developed the Entropy 

Weighted Genetic Algorithm (EWGA) for efficient feature selection in order to improve 

accuracy and identify key features for each sentiment class. This research study applied 

developed the Entropy Weighted Genetic Algorithm (EWGA) for efficient feature selection in 

order to improve accuracy and identify key features for each sentiment class.  

Another group of researchers Rushdi-Saleh, et al., [13] focused on investigating two 

machine learning (ML) classifiers, Naive Bayes and Support Vector Machine(SVM), with two 

different weighting schemes (term frequency and term frequency-inverse document frequency) 

and three n-gram models. The effect of using the stem of the Arabic work has also been studied 

with different n-gramme models in Arabic and English corpora. The Arabic corpora consist of 

500 reviews (250 positive and 250 negative). The results show that SVM with the tri-gramme 

model and without stemming achieved an F-value of 90% in the Arabic corpus and 86.9% in the 

English corpus.  

Al-Moslmi et al., [5] and Omar et al., [3, 4] present detailed study concerning the effect 

of the feature selection technique on Arabic and Malay sentiment analysis. They present an 

empirical comparison of seven feature selection methods (Information Gain, Principal 

Components Analysis, ReliefF, Gini Index, Uncertainty, Chi-squared, and Support Vector 
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Machines), and three classifiers (SVM, Naïve Bayes, and K-nearest neighbor).  

In [14] present two different hierarchical classifiers and compared their accuracy with 

the flat classifiers using three different classifiers namely Support Vector Machines (SVM), 

Naïve Bayes, (NB), and K-nearest neighbor (KNN) . The results showed that, in general, 

hierarchical classifiers gave significant improvements over flat classifiers. 

3. Methodology 

In this work, we create a unified framework that includes all the tasks required for 

sentiment analysis. This modular method allows us to study different approaches to Arabic 

sentiment analysis, focusing on feature selection. The proposed framework consists of different 

phases ranging from preprocessing, data representation, feature selection, and sentiment 

analysis, as shown in Figure 1. The main goal of this work is to develop two layers of feature 

selection methods that combine a genetic algorithm with traditional feature selection methods. 

In addition, these models use an ensemble machine learning method where a meta-classifier is 

used to combine the results of the basic machine learning method. 

 

 

Figure 1. The framework of the implementation of the Arabic sentiment 

analysis/classification models. 
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A. Pre-Processing 

Reviews usually include noisy data, recurring characters, spelling errors, and Html 

codes. Therefore, it is crucial to pre-process the data before analysis them using machine 

learning approaches. In the pre-processing phase, several NLP techniques were applied. The 

pre-processing here consists of four steps, namely: 1) tokenization; 2) normalization; and 3) 

stop word removal 4) Generating N-Gram Elements. In normalization, the raw data collected 

from social media is not 100% pure, so it contains a lot of noise. In this step, first, any non-

Arabic words or characters that may belong to HTML, links, or the programming language code 

have been removed from the text. In tokenization, each review is spilt into sentences and words. 

It converted to a bag of words representation. Tokenization depends on the use of punctuation 

marks and white spaces in delimiting word boundaries (or main tokens). All texts including 

reviews contain many stop words such as pronouns, prepositions, and conjunctions. These 

words are removed as they do not provide worthless information about class or cluster of any 

text. in generating n-gram elements, each review is represented as a bag of both bigrams and 

unigrams which are useful to train a sentiment classifier (Bollegala et al. 2013). Based on that, 

a review was modeled as a bag of words to obtain unigrams and bigrams from each sentence.  

B. Data Reprsentation Phase 

Text representation focuses on how to convert pre-processed text to build the feature 

vectors and how to assign weights to the elements of the vector. In this paper, dataset is 

represented as a matrix (table) in which the columns represent the n-grams unigram and bigram 

in the reviews and the values represent their frequencies in a review. Each row is used to 

represent a review. Therefore, each review Ri is represented asRi = (ai1ai2, … . . , aim), where 

aij is the frequency of n-gram gjin the review Ri . This value can be calculated in various ways. 

C. Feature Selection Phase  

The size of features generated after the preprocessing phase in a text mining task is 

relatively huge (i.e., the curse of dimensionality). The process of selecting discriminating 

independent features is critical to any text mining that hopes to be effective in classification. 

Most of these features are not informative or cannot provide high discrimination. In general, 

several thousands of features are obtained, only an extremely small percentage of these features 

convey valuable information towards sentiment analysis objective. Subsequently, we typically 

need an algorithm that compresses the obtained feature vector and reduces its dimension. This 

work proposes two layers feature selection that uses filter-based methods (information gain and 

chi-squared) and genetic algorithm as feature reduction techniques. 
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Layer 1: Scoring Features Using Filtering Based Methods:  

The first layer uses filter-based feature selection methods to score individual features 

according to their discriminative ability, i.e., their capability of separating the classes. To this 

end, A feature with a high-ranking value indicates higher discrimination of this feature 

compared to other categories and means that the feature contains information potentially useful 

for classification. Based on the ranking value they obtain; features are then returned in an 

ordered list where they appear in descending order of relevance. A subset of top n ranked 

features is selected. This work uses the following most widely used feature selection which 

proves to be efficient for sentiment analysis: 

Information Gain. 

The information gain (IG) method is used in the ranking and selecting the most relevant 

features. Information gain (IG) measures the relevance of a feature to a class. Information gain 

(IG) is a very popular method in feature selection (FS). It is used as a measure for feature 

goodness in the area of machine learning (ML). IG calculates the information amount that is 

present in or absent from a feature. The value obtained in the calculation of IG for each attribute 

is useful in determining the correct classification of any class. 

IG(t) = − ∑ p(ci) log p(ci) + p(t) ∑ p(ci|t) log p(ci|t) + p(t̅) ∑ p(ci|t̅) log p(ci|t̅)|c|
i=1

|c|
i=1

|c|
i=1             (1) 

 

Where p(ci)denotes the probability that class cioccurs; p(t) denotes the probability that term t 

occurs, and p(t)̅ denotes the probability that word  t ̅ does not occur. 

Chi-Squared Statistic (
2 ): is one of the most widely used filter-based feature selection 

algorithms. The χ2 value for each feature t in class c is calculated by the following equation: 

( )( )( )( )
2 (AD-BC)
( , )

N
c t

A C B C A B C D



=

+ + + +
                                                                           (2) 

2 2

max ( ) max ( ( , ))i it t c =
                                                                                           (3) 

Where N is the total count of training reviews while A is the number of Arabic reviews have 

class c and contains features t, and B is the number of Arabic reviews that do not belong to class 

c but contains feature t. Meanwhile, C is the number of Arabic reviews that do not belong to 

class c and do not contain feature t. D is the number of Arabic reviews that do not belong to 

class c and do not contain term t. 

 

 

2
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Layer 2: Selecting Final Feature Subset 

A GA is a heuristic search algorithm that mimics the natural evolution process of man. 

Given the top n selected features from the filter-based method, the proposed hybrid meta-

heuristic of GAs is applied on these selected features to determine the minimal subset of 

features, for which the different classes are best distinguished during sentiment analysis. GA 

has five important steps which include Generation of Initial Population, fitness evaluation, 

selection mechanisms, genetic operators and criteria to stop the GA. The following describes 

the main steps of the GA algorithm and how it combined with the Filter based method. 

a). Population initialization (selects n chromosomes randomly): The initial population 

here is an n chromosome, each Chromosome has Length m which consists of a vector of 

chromosomes (genotype), which is a Boolean vector indicating if a feature should be 

included or not. The Population Size is the number of chromosomes (individuals) in the 

population, while Chromosome Length (Genome Length) is the number of bits (genes) 

in each chromosome. The GA is iteratively performed over several generations and 

reproduction is performed to obtain individuals that are a best fit for a certain 

environment. 

 

b). Fitness computation: Fitness is the key component of the genetic algorithm and is used 

to calculate how well a chromosome is suited to the environment and only chromosomes 

with high fitness will survive over time. First, the algorithm evaluates each chromosome 

Cu. The fitness of each chromosome in this work is evaluated using MI-based fitness 

function using Equation:  

MI (f, c) = log
p(f∧c )

p(f)× p (c)
                                                                                            (4) 

c). Selection operation: The algorithm then sorts the n chromosomes in the descending 

order of their fitness values. The algorithm then chooses the n/2 number of best 

chromosomes from the initial population of n chromosomes using the fitness function. 

c) Crossover operation: The algorithm sorts the |n/2| chromosomes in descending order 

according to their fitness values. All chromosomes participate in the crossover operation 

pair by pair since for a crossover operation we need a pair of chromosomes. Then the 

algorithm applies the twin removal operation on the new population made of the 

offspring chromosomes. 

d) Mutation operation: The basic idea of the mutation operation is to randomly change 

some of the chromosomes to explore different solutions. While adding random changes 
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to the chromosomes, the algorithm uses a probabilistic approach where a chromosome 

with a low fitness has a high probability of getting a random change, and vice versa.  

e) Stopping Criteria: After a certain number of iteration where steps a) to d) are repeated, 

the best chromosome in the last iteration is selected. The best chromosome consists of 

several selected features 

D. Classification Phase  

In this section, we have briefly described the classification approaches used in this work. 

These approaches have been used to classify the comments or reviews written in Arabic as 

positive and negative classes. The following subsection briefly describes the classification 

approaches used in this paper.  

1) Decision Tree 

A Decision tree is a supervised hierarchical machine learning model for inducing a 

decision tree from training data. The decision tree a predictive model which is a mapping from 

features of an item to classification about its target value. In the decision tree structures, leaves 

represent classifications, non-leaf nodes are features, and branches represent conjunctions of 

features that lead to the classifications The classes are represented by the leafs. In this work, the 

decision tree classifier J48 is used. J48 is a decision tree classifier in which an attribute is selected 

based on information gain from the training data to build each node of the tree. The selected 

attributes effectively split a set of training data into subsets enriched in one class or the other. It 

is mostly used because of its simplicity in explanation and interpretation. However, to find the 

best ordering features, all available features must be ranked. Therefore, entropy-based measure 

such as information gain based on the input training set S and a single feature F, with following 

equation: 

InformationGain(S, F ) =  Entropy(S) − Average entropy (S, F ).                                    (5) 

The average entropy is defined by the following formula,  

    Average entropy (S, F ) = ∑
|si|

si  Entropy(Si)                                                             (6) 

2) Naive Bayes (NB) Classifier  

The Naive Bayes (NB) algorithm is a widely used algorithm for sentiment analysis. 

Given a feature vector table, the algorithm computes the posterior probability that the document 

belongs to different classes and assigns it to the class with the highest posterior probability. The 

major advantage of NB sentinement analysis algorithms is that they are easy to implement, 

often they have superior performance.  
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3) K-Nearest Neighbour(K- NN) 

The K-nearest neighbor (KNN) is a typical example-based classifier. Given a test 

document d, the system finds the K-nearest neighbors among training documents. The similarity 

score of each nearest neighbor's document to the test document is used as the weight of the 

classes in the neighbor's document. The weighted sum in KNN categorization can be written as 

in Equation 3.10:  

score(𝑑, 𝑡𝑖) = ∑ 𝑠𝑖𝑚(𝑑, 𝑑𝑗) 𝛿(𝑑𝑗 , 𝑐𝑖)𝑑𝑗=𝐾𝑁𝑁(𝑑)                                                                    (7) 

Where KNN (d) indicates the set of K- nearest neighbours of document d. If 𝑑𝑗Belongs to𝑐𝑖, 

𝛿(𝑑𝑗, 𝑐𝑖) equals 1, or other-wise 0. For test document𝑑, it should belong to the class that has the 

highest resulting weighted sum. 

4)  Stacking Classifier Combination : Meta-Classification 

 The stacking classifier combination is an ensemble machine learning technique to 

combine multiple classification models via a meta-classifier. The base classification models are 

trained based on the complete or percentage of the training set; then, the meta-classifier is 

trained based on the outputs of the base classification models in the ensemble. The output for 

all base classifiers is considered as a new feature for meta-learning. The classification model 

used for this purpose is Naïve Bayes.The stacking combination involves two phases. The first 

phase involves the construction of a set of base-level classifiers (individual classifiers). The 

second phase involves the combination of the output of the base-level classifiers into a meta-

level classifier. When a meta-classifier is used to combine the classifiers, the outputs of all the 

labels of the classes of the participating classifiers will be used as features for meta-learning. 

hybrid approach 

A hybrid approach that was crafted to improve the performance measures of sentiment 

analysis for the Arabic Language. This study focused on tweets sentiment classification for 

Egyptian dialect. Arabic is one of the widely used languages on the web [12]. Many researchers 

have worked on Arabic language sentiment analysis on different data sets with different tools 

and algorithms [13].  

Following steps were carried out by the researcher for the implementation of the hybrid 

technique:  
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- Step 1: The features to be used by the machine learning approach are identified and separated.  

- Step 2: The annotated corpus to be used for training and validation of the best classifier at 

different corpus sizes is built by the system.  

- Step 3: Sentiment lexicon of different sizes is built using the annotated corpus  

- Step 4: Theses different approaches are combined and tested for better and optimized results  

- Step 5: Straight forward and simple method is crafted to detect negations in the hybrid 

approach  

The results obtained by this study using hybrid approach showed better performance 

than other sentence-level classification systems. 

 

4. Experimental Setting 

Several experiments will be carried out to assess the proposed Arabic sentiment analysis 

models. First, many of experiments were carried out to measure the performance of the 

traditional machine learning models namely decision tree (DT), K-nearest neighbor classifier 

(KNN), Naive Bayes (NB) and meta-classification ensemble machine learning method with 

traditional feature selection methods namely information gain and chi-squared for Arabic 

opinion and sentiment analysis. Next, several experiments were performed to evaluate the 

proposed filter-based Directed Genetic optimized feature selection method with all classification 

models. All experiments are carried out using two datasets (1) opinion corpus for Arabic (OCA) 

[13]. The corpus comprises 500 reviews retrieved from a web page and blogs. From the 500 

reviews in the OCA, 250 are listed as positive opinion reviews while 250 are negative opinion 

reviews. (2) Multi-domain Arabic Sentiment Corpus (MASC) [1]. The total number of reviews 

in the corpus is 8,860 reviews. The total positive reviews amount to 5408; while the total 

negative documents amount to 3453. The standard classification measurement precision, recall, 

and F-measure are used to assess the proposed model. Finally, all the experiments are performed 

on both corpora which are divided into 90% for training the proposed model, while 10% used 

for testing. 

 

5. Results and Discussion  

First, several experiments are conducted to evaluates the four baseline Arabic sentiment 

analysis models (decision tree (DT), K-nearest neighbor classifier (KNN), Naive Bayes (NB) 

and meta-classification ensemble method) along with Information gain and Chi-square. Figure 

2, the performance (F-measure) the best results obtained by baseline Arabic sentiment analysis 
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models with Information Gain (IG) and Chi-square (CHI) feature selection method on OCA 

and MASC. It can be observed that the enhanced meta-classification ensemble model (e-MT) 

outperforms other baseline classifiers with two feature selection methods. Furthermore, the 

meta-classification ensemble model achieved the best performance results with all datasets. The 

meta-classifier combines the strength of its individuals (base-classifiers). It expected when 

several individual classifiers agree on classifying most of the cases and only disagree with small 

cases (when one of them becomes wrong), then combining these classifiers always achieves 

higher results. Besides, combining the decision of several single classifiers which achieve a 

high result, better than individual classifier (base-classifier). 

 

 

Figure 2. Performance (F-measure) the best results obtained by baseline Arabic 

sentiment analysis models with IG and CHI on OCA and MASC. 

 

Second, several experiments are conducted to study the effect of the proposed two-layer 

filter-based Genetic (TF_GenFS) feature selection method on the four Arabic sentiment 

analysis models. Table 1 shows the results of four enhanced classification models on both 

opinion corpuses for Arabic (OCA) and Multi-domain Arabic Sentiment Corpus (MASC). The 

results obtained show that the results of all classification models are significantly improved 

with the proposed two-layer filter-based Genetic (TF_GenFS) feature selection method. It can 

DT KNN NB MC

OCA Chi 80.52 83.18 85.49 87.76

OCA IG 73.48 66.43 72.68 76.68

MASC Chi 76.29 79.7 81.23 82.19

MASC IG 70.21 70.28 66.94 72.22
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also be observed that the enhanced meta-classification ensemble model (MT) with the proposed 

TF_GenFS feature selection outperforms other classification models. These findings reveal that 

the classifier combination method with the proposed TF_GenFS feature selection method is the 

most suitable technique for Arabic sentiment analysis. 

 

Table 1:  Performance (F-measure) of enhanced Arabic sentiment analysis models on OCA and 

MASC. 

 OCA MASC 

DT+TF-GenFS 84.96 80.26 

KNN+TF-GenFS 89.15 83.61 

NB+TF-GenFS 90.43 85.49 

MC+TF-GenFS 93.74 87.01 

 

 

6. Conclusions 

This paper empirically evaluates four machine learning methods namely decision tree 

(DT), K-nearest neighbor classifier (KNN), Naive Bayes (NB) and meta-classification 

ensemble method with information gain and chi-squared traditional feature selection methods 

for Arabic opinion and sentiment analysis task. In addition, this paper introduces enhanced 

Arabic opinion and sentiment analysis models based on a two-layer filter based Genetic feature 

selection method. This paper demonstrates that using the two-layer filter based Genetic feature 

selection method improve the performance of all four machine learning methods for Arabic 

sentiment classification. Experimental results demonstrate these findings reveal that the 

classifier combination method with the proposed feature selection method is the most suitable 

technique for Arabic sentiment analysis. 
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Abstract 

Plasticized solid polymeric electrolyte nanocomposites 

based on polyvinyl alcohol (PVA) incorporating Cs2CuO2 

nanoparticles (NPs), electrolyte salt (LiClO4) and 

plasticizer (PC) were prepared via solution casting 

technique. The dynamic light-scattering histogram 

revealed that the prepared Cs2CuO2 NPs have a size in the 

range of 80-120 nm. The interaction between different 

components in PVA/Cs2CuO2/LiClO4-PC films 

(plasticized PVA-SPEs) were probed by FTIR, while the 

surface and structure were evaluated by SEM and XRD, 

which indicate to amorphous nature of plasticized PVA-

SPEs. The thermal behavior of films was measured via 

TGA, where a partial decrease in the thermal stability of 

films was noticed with an increase of PC content in the 

PVA-SPEs. The highest conductivity achieved is 

9.56X10-5 S/cm for PVA-SPEs containing 8wt% PC at 

298K. The plasticized PVA-SPEs exhibited higher 

specific capacitance by two folds and photovoltaic 

efficiency by three folds compared to pure PVA matrix. 
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1. Introduction 

Polymer electrolytes are widely used by researchers in various electrochemical devices 

as they are flexible and versatile in shape. The advantages of using polymeric electrolytes are 

concentrated on their desirable characteristics: good compatibility with lithium metal; no 

leakage; low self-discharge in batteries; relaxing elastically under stress and easy processing 

with continuous production. However, the low ionic conductivity at ambient temperature is one 

of the major drawbacks of polymer-based solid polymer electrolytes (SPEs) that limit their 

practical applications [1, 2]. To overcome these problems, solid polymer electrolyte (SPEs) are 

incorporated with nanocrystals and plasticizers which meets these criteria. Polymer 

nanocomposite electrolyte was prepared by dispersing the nanoparticles (NPs) such as CuO, 

ZnO, TiO2, Al2O3, etc., into a complex matrix of polymers and salts [3-6]. The dispersion of 

NPs and electrolyte salt in the polymeric matrix is an attractive approach due to assist in 

modifying (i) the local structure/morphology of the matrix (ii) the crystallinity degree (iii) the 

glass transition temperature (iv) the flexibility of the polymeric segment (v) the chemical 

properties of the filler particles and (vi) the interaction between heterogeneous systems of 

nanocrystals/salt and polymers [7]. Besides, one of the useful methods to improve ionic 

conductivity is the addition of plasticizers as plasticized polymer electrolytes in the solid form 

[8-12]. The most used plasticizers are low molecular weight organic solvents such as ethylene 

carbonate (EC), propylene carbonate (PC), dimethyl carbonate (DMC), diethyl carbonate 

(DEC) and so on [13, 14]. The addition of plasticizer into SPEs leads to enhance the ionic 

conductivity of 1-2 orders magnitude by increasing flexibility as well as the amorphous content 

of polymer electrolytes, dissociating salt into free ions, a significant change in morphological 

structure and lowering the glass transition temperature, Tg [7, 15].  

In the current new field, there is always demand for light, safe, and economical devices, 

so researchers are focusing on the production of such devices whose storage, production and 

distribution are preferentially at low cost. In this regard, hydrophilic polyvinyl alcohol (PVA) 

is a potential host polymer having high dielectric strength, good charge storage capacity, high 

suitable film forming and good mechanical properties [16, 17]. Thus; it has been investigated 

as they are abundantly available, economical and biodegradable. PVA shows high transparency, 

compatibility and adhesiveness to the electrode so can be used in electrochemical devices such 

as cells, sensors, optical devices, etc.  

The fine structure of LiClO4 enhances its solubility in the polymer matrix and, 

eventually, speeds up the salt dissociation process. LiClO4 is used due to its abundant 

availability, water-soluble and also eco-friendly. Propylene carbonates (PC) have a high 
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dielectric property and it is a good solvent for electrolyte salt. The plasticizer has an important 

role towards enhances the segmental motion of PVA chains associated with an increase in the 

ionic charge carries by increasing the dissociation of electrolyte salt. It restricts the dissociated 

ions from the salt reforming process and reduces the agglomeration of particles inside the matrix 

which assist in the performance homogeneity dispersion of components in composite films. 

Subsequently, the polarization particles inside the composite will increase, reflex in an improve 

the electrical permittivity and capacity of the stored energy of composite films by reducing the 

potential barrier in front of the mobility of Li+ among polymer chains, hence the ionic 

conductivity will increase. Therefore, the target of the current work is an attempt is made to 

investigate with enhance the electrical, electrochemical, and optical efficiency of flexible PVA-

SPE films and explore the effect of propylene carbonate contents on the features of such films. 

 

2. Experimental Details  

2.1 Materials 

PVA (average molecular weight 125,000 Aldrich), lithium perchlorate tri hydrate 

(LiClO4.3H2O), propylene carbonate as a plasticizer, (PC) (C4H6O3) (AR grade, SD. Fine 

chem.,). Both cesium nitrate (CsNO3), copper (II) nitrate trihydrate [Cu(NO3)2.3H2O] (as 

oxidants) and glycine (C2H5NO2) (as fuel) and were purchased from (SD fine-chem, Mumbai, 

India). Double distilled water was used as a solvent in this study. 

2.2 Synthesis Cs2CuO2 NPs 

In this study, cesium copper oxide Cs2CuO2 NPs was synthesized with the sol-gel auto 

combustion method [18, 19]. AR-grade Cu (NO3)2.3H2O, CsNO3, and glycine (C2H5NO2; fuel) 

were weighed in stoichiometric proportions and dissolved in double-distilled water. The molar 

ratio of the fuel to the oxidant nitrates was 2:1. The individual solutions were then mixed 

together, and the pH value was adjusted to 8.5 by the addition of NaOH solution. Then, the 

solution was stirred continuously at 90°C for 2hrs to obtain the gel. The gel was heated until the 

combustion process occurred, and a loose powder was formed. Finally, the dark grayish brown 

powder was calcinated at 650-800°C for 2hrs. 

2.3 Casting of plasticized PVA-SPEs 

PVA of 21g obtained in the powder form was dissolved in 300 ml of doubly distilled 

water at 80°C for about 2hrs. The 10wt% of LiClO4 was added separately four times into four 

beakers containing 50 ml of PVA solutions to form polymer electrolyte solutions and then 

stirred for 1 hr by using a magnetic stirrer at room temperature. Calculated amount viz., 2, 4, 6 

and 8wt% of PC and added to the previous solutions separately with continuous stirring for1hr, 
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then 2wt% of Cs2CuO2 NPs added to each of the above-plasticized polymer electrolyte 

solutions with stirred for 30 min and sonicated for 30min. The plasticized PVA-SPEs were cast 

in a four petri-dish and the solvent evaporated at room temperature. For complete removal of 

solvent, the samples were vacuum dried in a hot air oven at 60 °C for 4-6 hrs. The thickness of 

obtained films varied from 0.20 to 0.23 mm. The chemical structure of the pure PVA matrix 

and the schematic of the composite were depicted in Figure 1. 

 

 

Figure 1. Chemical structure of pure PVA and schematic representation of 

PVA/Cs2CuO2/LiClO4- PC film. 

 

2.4 Techniques 

The size of Cs2CuO2 NPs was measured by dynamic light scattering (Zetasizer Nano 

ZS, Malvern Instruments, United Kingdom). The morphological behaviors of plasticized PVA-

SPEs were recorded with a Zeiss-108A scanning electron microscope (SEM), in Germany. The 

structure of pristine Cs2CuO2 NPs and plasticized PVA-SPE films were obtained at room 

temperature by X-ray diffraction (XRD) on a D8 Advance-Bruckers AXS diffractometer with 

Cu-Kα radiation source (λ = 1.54 ˚A), operated at 40 kV and 40 mA in the 2θ range 10-80˚ at 

the scan speed of 0.05˚ per second. The physical interaction between components was studied 

by Fourier transform infrared (FTIR) spectroscopy, JASCO 4100 spectrometer, Japan. All 

samples scanned over the wave number range 4000-500 cm-1.  

The ac-electrical and current-voltage (I-V) features of films were measured by LCR-

meter, Wayane Kerr-6430, UK at room temperature. The ac-electrical studies have been carried 

out in the frequency range 50 Hz-5MHz at 1V. The surface of the films was coated with silver 

paste and sandwiched between two stainless steel electrodes which had an area of 0.5 cm2. 
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Electrochemical cyclic voltammetry (CV) was performed using CH Instrument, model 600D 

series, with potassium hydroxide (2M) as the background electrolyte at a potential scan rate of 

0.1 V.s-1, using Ag/AgCl reference and platinum wire as counter electrodes. The photovoltaic 

(PV) solar-based test system was estimated by Keithley, 2400 digital source meters, Japan with 

450 W xenon light source under sun-powered light illumination intensity (60 mWcm−2). For 

the preparation of the photoanode cell, TiO2 glue was spread over the conducting surface of 

FTO (1 X 1 cm2) to make a substrate film of ~ 10 mm thickness.  

The dried slide was drenched in a natural pomegranate dye and dried for 2 hrs with a 

compressed air gun. Another bit of FTO-covered with carbon black. The plasticized PVA-SPE 

films were immersed in the electrolyte solution (KI/I2 in ethylene glycol) for 10 min followed 

by being sandwiched between the two FTO glasses. The sandwiched plasticized PVA-SPEs 

with two FTO glasses were immersed in electrolyte for a few minutes and then utilized for 

DSSC studies. The thermal stability of the plasticized SPEs has been studied using 

thermogravimetric analysis (TGA), TA Instrument Q600, USA, in the temperature range of 30 

– 800 °C with the heating rate of 15 °C/min, in nitrogen gas flow rate of 50 cm3/min. 

 

3 Results and discussion 

3.1 Structural& morphological studies  

Figure 2 (a-f) displays the X-ray diffraction (XRD) patterns of pristine Cs2CuO2 NPs, 

pure PVA and different plasticized SPE films. Addition of plasticizer, PC to 

PVA/Cs2CuO2/LiClO4 has been observed to result in an increase in the amorphous nature. 

 

 

Figure 2.  XRD patterns of; a) PVA, b) Cs2CuO2 NPs, PVA/Cs2CuO2/LiClO4 with c) 2, d) 4, e) 6 and 

f) 8wt% PC. 
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As presented in Figure 2(a), PVA has a characteristic peak at 2θ = 19.8° referred to the 

semi-crystalline nature of PVA [20]. Whereas the pristine Cs2CuO2 NPs exhibit multi-sharp 

crystalline peaks at 2θ of 19.7, 26.1, 28.1, 34.7, 46.2, and 50.18° (Figure 2 (b)). The peaks 

corresponding to PVA and Cs2CuO2 NPs significantly reduced with the addition of PC and 

LiClO4 in SPEs (Figure 2(c-f)). The addition of PC caused to increase in the dissociation of Li 

salt, which in turn increases in the interaction between components in SPE films [21]. 

Therefore, the intensity of the peak at 2θ = 19.8°was decreased and becomes wider in the 

plasticized PVA-SPE films. Such a decrease in the crystallinity of plasticized PVA-SPE films 

is in accord with the ionic conductivity results.   

      Figure 3(a) displays the dynamic light-scattering histogram for the Cs2CuO2 NPs, and it 

reveals that the prepared NPs size was in the range of 80-120nm. The surface morphology and 

distribution of Cs2CuO2 NPs, Li salt and PC in the PVA matrix were characterized using SEM 

as presented in Figure 3(b-f). 

 

Figure 3.  a) Dynamic light-scattering of Cs2CuO2 NPs, SEM photomicrographs of; b) pristine 

Cs2CuO2, c) pure PVA, PVA/Cs2CuO2/ LiClO4 with d) 2, e) 4 and f) 8wt% PC. 
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SEM image of the Cs2CuO2 NPs shows a porous, agglomerated, and spherical-like 

structure which was reported else in previous literature [22]. From Figure 3 (c), the SEM image 

of pure PVA shows a soft surface without any cracks.  Besides, the presence of almost spherical 

NPs and Li salt in the PVA matrix has a uniform distribution with increasing the different 

amounts of PC in SPEs (Figure 3 (d-f)). These results indicate that the Li salt becomes more 

dissociation and the NPs have less agglomerated with increasing the PC contents. The addition 

of PC which has high dielectric constant acts as a solvent for Li salt and prevents NPs from 

agglomerating in PVA-SPEs. That leads to finer dispersion of fillers in the PVA matrix and the 

surface of plasticized PVA-SPE films becomes less rough as shown in the films containing 

8wt%PC (Figure 3 (e)). 

 

3.2 FTIR analysis 

The FTIR analysis provides a powerful means to characterize the complex formation in 

plasticized PVA-SPE films. Figure 4 displays FTIR spectra for pure PVA and its NCs with 2, 4, 

6 and 8 % of PC. 

 

 

Figure 4. FTIR spectra for a) pure PVA, PVA/Cs2CuO2/LiClO4 SPEs with b) 2, c) 4, d) 6 and d) 8wt 

% of PC. 

 

The reduction in the peak’s intensity at 3321, 2918, 1720, 1430, 1260 and 1033 cm−1 

are assigned to the effect of fillers NPs, Li salt and different amounts of PC [23, 24]. The broad 

peaks at 3320 and 1087-1033 cm−1 referred to the stretching of hydroxyl groups and the single 



M. Q. A. Al-Gunaid et al. / TUJNAS 8(1) (2023) 39 – 55 

 

Page no.|  46 TUJNAS 8(1) 2023 

bond C-O, respectively of the PVA matrix. These peaks exhibited partially changed in 

plasticized PVA-SPEs. The reducing intensity of both –OH and C-O peaks with the absence of 

a small shoulder at 1033 cm-1 after added PC content confirms the interaction between the fillers 

and oxygen atoms in the PVA structure.  

Further, the intensity of the stretching vibration peak of -CH2- in PVA-SPEs at 2918 

cm−1 is decreased because of the existence of Li salt, NPs and PC contents. The reduced 

intensity of the vibrational peak corresponds to 1720 cm−1 with increasing PC content was 

noticed, which refers to the physical interaction between the carbonyl group of residual acetate 

groups in the PVA structure with Li+ of the dissociation salt. A slight decrease of bending 

vibration in-plane at 1430 cm−1 and out-of-plane at 840cm−1 of -CH2 in PVA was observed [25]. 

There are two peaks were noticed at 620 and 536cm-1, which may be attributed to the effect of 

inorganic metal oxide NPs [26]. The above observations of reduction in intensity, broadening 

and shifting of the vibrational peaks confirm the complex formation between Li salt, Cs2CuO2 

NPs and PVA with increasing the PC contents in SPE films.  

 

3.3 Thermal studies 

Figure 5 illustrates the typical thermograms for the decomposition process of PVA and 

its plasticized PVA-SPE films. The thermal stability revealed through TGA thermograms for 

plasticized PVA-SPE films is generally significantly lower than that of pure PVA entity. The 

PVA matrix has adequate stability in the temperature range of 30-330 °C, then the main 

decomposition process occurs in the temperature range of 330-500°C, with a weight loss of 

around 88wt%. From Figure 5, it can be observed that the change in baseline on TGA curves 

for all PVA-SPE films in the temperature range of 50-200 °C. It may have referred to the 

evaporation of adsorbing bulk water and low boiling point components with 6.7wt % loss of 

pure PVA and 15.6 wt% for 8wt% PC-loaded SPE. As expected, the increasing PC content in 

the PVA-SPEs causes a reduction in the thermal stability of films accompanied by weight loss 

from composites at different temperature ranges. Such behavior indicates the incorporated PC 

into PVA-SPE films leads to a partially reduced thermal stability and the films become flexible 

and more amorphous. Similar behavior of the effect of plasticizer on the thermal stability of 

SPE films was published else in the literature [27, 28].   
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Figure 5. TGA Thermograms of PVA/Cs2CuO2/LiClO4-PC versus temperature. 

 

 

3.4 Electrical and electrochemical behaviors 

The ac-conductivity, σac versus PC contents in PVA-SPEs at different frequencies and 

the room temperature were displayed in Figure 6 (a). At lower frequency and less PC content, 

the σac was low. The space charge polarization or impedance of the electrolyte at the 

electrode/electrolyte interface describes the lower-frequency region of conductivity [29, 30]. In 

lower frequency regions, the charge carriers are accumulating and stay relatively for a long time 

at the electrode/electrolyte interface because of the polarization of the electrode. Therefore, the 

mobility of ions is hindered by these accumulated charges due to columbic repulsion, 

consequently less ionic conductivity. At higher frequencies, the charge carriers (Li+ ions) gain 

more energy and that leads to increasing their mobility through the PVA matrix which becomes 

more flexible with increasing PC content [31]. As PC content increases, the dissociation of 

lithium salt will increase means more Li+ ions will exist, while the viscosity and crystallinity of 

the PVA matrix will be reduced. Therefore, the segmental motion and flexibility of polymeric 

chains assist in the transportation of Li+ ions through the PVA matrix, hence σac increase [32]. 

The maximum σac value at higher frequency was found as 9.56X10−5 S/cm for PVA-SPE doped 

with 8wt% of PC, however; it is around 0.017, 1.39, 2.21 and 4.95 X10−5 S/cm for pure PVA, 

PVA-SPE doped with 2, 4 and 6wt% of PC, respectively. 
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Figure 6. Plots of; a) Ac-conductivity versus PC content at different frequencies and b) Log I versus 

V1/2 of PVA-SPEs. 

 

 

Figure 7. Dc-conductivity versus PC content of PVA-SPEs at different voltages. 

 

Furthermore, in order to determine the exact charge transport mechanism of dc-

conductivity in plasticized PVA-SPEs, the plots of log (I) versus (V1/2) were plotted as shown 

in Figure 6 (b). For the Schottky mechanism, the plots of log (I) versus (V1/2) should have fit 

linear plots without deviation [33]. In the current case, the deviation in linearity is observed at 

below < 4V, therefore the Schottky mechanism was ruled out. Such nonlinear characteristics 

can arise from transport processes of the number of non-ohmic charge carriers. The deviation 

of plots may indicate the Poole-Frenkel mechanism, where the transport of charge carriers arises 

from the electrons of NPs accompanied by the hopping of Li+ ions through the PVA chains. 
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Figure 7 showed the dc-conductivity, σdc dependence on the PC content, which is 

embedded in PVA-SPE films at room temperature. The increase in σdc with increasing PC 

loadings was noticed at different voltages and sharply increases at higher voltages. The increase 

in PC contents means the small molecules will penetrate into PVA chains and separates them 

from each other; as a result, the free volume becomes more. That enhances the flexibility and 

the segmental motion of PVA chains. Besides that, the degree of dissociation of Li salt increases 

with an increase in the dosage of PC, which leads to enhancement in the σdc. 

Cyclic voltammetry (CV) has been carried out between sweep potential and charge to 

evaluate the electrochemical stability of the plasticized PVA-SPE films. Figure 8 displayed CV 

curves of plasticized PVA-SPE films, which have a semi-rectangular shape with a higher 

current density as compared with pure PVA. The semi-rectangular shape indicates 

electrochemical stability without decomposition of the films under applied potential voltages. 

 

 

Figure 8. Cyclic voltammetric profiles for PVA and PVA/Cs2CuO2/LiClO4-PC SPEs at scan rate of 

0.1 V.s-1. 

 

The introducing of PC into PVA/Cs2CuO2/LiClO4 SPEs leads to producing a flexible 

film due to the plasticizing effect of PC which also enhances the dissociation of Li salt and the 

degree of dispersion of fillers. Hence, the interfacial contact is improved leading to an increase 

in the energy storage of doped films. The improvement of interfacial contact could then induce 

higher capacitive performance of plasticized SPE films. Furthermore, the ionic conductivity is 

enhanced upon the addition of a PC which helps in improving the charge storage capacitive 

behavior. The calculated specific capacitance, Cspec of plasticized PVA-SPE films doping with 



M. Q. A. Al-Gunaid et al. / TUJNAS 8(1) (2023) 39 – 55 

 

Page no.|  50 TUJNAS 8(1) 2023 

2 and 8wt% of PC are 3.73 and 4.17 F/g, respectively which is higher than that of pure PVA 

(2.11F/g). That indicates the addition of PC to PVA-SPE films enhances its capacitance values. 

The obtained data of the Cspec of plasticized PVA-SPE films is higher by two folds compared 

with the Cspec of other PVA nanocomposites reported else [34, 35]. 

 

3.5 Photovoltaic activity 

Figure 9 shows the photocurrent density-voltage curves for the dye-sensitized solar 

cells (DSSCs) created for pure PVA and PVA-SPEs containing 2,4 and 8wt% of PC. 

 

 

Figure 9. Current density-voltage of pure PVA and PVA/Cs2CuO2/LiClO4-PC SPEs in KI/I2 

electrolyte based DSSC under illumination intensity of 60 mW/cm2. 

 

 

The Photovoltaic parameters based on DSSCs as the fill factor (FF) and the power 

conversion efficiency (η) for PVA-SPEs were obtained from Eq.1 as follows. 

         𝐹𝐹 =
𝐼𝑚𝑝 × 𝑉𝑚𝑝

𝐼𝑆𝐶 × 𝑉𝑂𝐶
       ,       𝜂(%) =

 𝐹𝐹 × 𝐼𝑆𝐶 × 𝑉𝑂𝐶

𝑃𝑖𝑛
 × 100%                 (1) 

Where Voc is the open circuit voltage (V), Isc is the short circuit current density (mA/cm2), Pin 

is the incident light power, Imp (mA/cm2) and Vmp (V) are the current density and voltage at the 

maximum point of power output (Pmax), respectively. The calculated photovoltaic parameters 

for PVA and PVA-SPE films were listed in Table 1. 
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Table 1:  Photovoltaic parameters of PVA and PVA/Cs2CuO2/LiClO4-PC SPEs based DSSC. 

Composition 
Isc 

(mA) 

Voc 

(V) 

Pmax 
 FF 

% 

FF 

% 

η* Imp Vmp 

PVA 2.881 0.471 1.813 0.421 0.562 56.2 1.27 

PVA/2%Cs2CuO2/10%LiClO4 4.359 0.567 3.316 0.461 0.618 61.8 2.54 

PVA/2%Cs2CuO2/10%LiClO4+2%PC 4.934 0.601 3.725 0.494 0.621 62.1 3.06 

PVA/2%Cs2CuO2/10%LiClO4+4%PC 6.106 0.623 4.497 0.538 0.636 63.6 4.03 

PVA/2%Cs2CuO2/10%LiClO4+8%PC 6.701 0.630 4.791 0.566 0.642 64.2 4.51 

*% η is calculated at Pin = 60 mW/cm2. 

 

The results reveal drastic increases in the FF and η values for the PVA-SPE containing 

different dosages of PC contents compared to the pure PVA matrix. The increases of FF and η 

denote the increase of Isc values through the cell as can be seen in Table 1. The incorporation of 

2wt% of Cs2CuO2 NPs and10%wt of LiClO4 into the PVA matrix will improve its response 

towards the absorption of the light and will build a network or conduction path through PVA 

which facilitates the transportation of charge carriers through it. These movements of charge 

carriers will aid to separate the opposite charges through the cell. It is clearly noticed that 

increasing the PC contents in PVA-SPEs leads to an increase in the dissociation of Li salt and 

will prevent them from reforming salt again as well as restraining the agglomerate of Cs2CuO2 

NPs in the matrix. The flexibility of PVA-SPEs also will be enhanced after the addition of PC 

caused to assist the transportation of charge carriers. Besides, the plasticized PVA-SPEs have 

higher conductivity compared to the insulating pure PVA. Therefore, the plasticized PVA-SPEs 

have higher FF and η values than other formulations. Additionally, the higher ionic mobility of 

iodide ions of electrolyte and the faster re-excited of the electrons from HUMO to LUMO from 

the dye orbital leads to improvement in the efficiency of the cell. The η value of pure PVA (1.27 

%) in iodide electrolyte in this study is very close to that for pure PVA/KI/I2 (1.97 %) reported 

in the literature [36, 37]. While the η value of PVA-SPE containing 8wt% of PC (4.51 %) is 

higher by one-fold than that of PVA/4 wt% α-Fe2O3 (3.62 %) NC in the KI/I2, published 

elsewhere [38, 39]. Such outcomes demonstrate that the plasticized PVA-SPEs can be improved 

to widen their potential application as a promising flexible material for DSSCs. 

 

 

 



M. Q. A. Al-Gunaid et al. / TUJNAS 8(1) (2023) 39 – 55 

 

Page no.|  52 TUJNAS 8(1) 2023 

4 Conclusions 

The plasticized PVA-SPEs containing different dosages viz., 2, 4, 6 and 8 wt% of PC as 

a plasticizer have been fabricated by the solution-casting method. The XRD and SEM analysis 

confirmed a significant microstructural variation and uniform dispersion of fillers in SPEs 

respectively, whereas the dispersion becomes more ideal with increasing PC content in SPE 

films. FTIR spectroscopy further established that the incorporation of varying amounts of PC 

in SPEs changes the vibration stretching peaks of main groups in the PVA matrix as a result of 

increasing the ion-dipole interactions. The ac and dc conductivity increases with increasing the 

frequency and PC contents in PVA-SPEs. The Pool-Frenkel mechanism associated with the ions 

hopping is found to be the dominant conduction mechanism responsible for charge transport. 

In plasticized PVA-SPE films, the interfacial contact between electrode-electrolyte and mobility 

of ions leads to enhance their specific capacitance. TGA studies revealed that the addition of 8 

wt% PC in the NC films shifts the thermal decomposition temperature to a lower value. The 

photovoltaic efficiency of plasticized PVA-SPEs increases by two folds compared with pure 

PVA and that may be adjustable to widen their potential application in DSSCs. 
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Abstract 

Here, we report the synthesized high purity NiO 

nanostructures using simple and inexpensive chemical 

route. NiO NPs and (Cu, Zn) single and dual doped NiO 

NPs prepared by co-precipitation technique and annealed 

at 350 ℃ for 2 hours. Structural properties of prepared 

samples were investigated by X-ray diffraction (XRD). 

The optical characterizations and electrical conductivity 

were characterized by UV-vis spectrophotometer and I-V 

measurement. The crystallite size for dual doped NiO 

samples was 7.9 ± 0.9 nm compared to pure NiO, which 

had 9.52 nm. These results are consistent with the ionic 

radii of the doped metals. The obtained values of the band 

gap energy increased from 3 eV for pure sample to higher 

values (3.14 ± 0.06 eV) for doped samples due to the 

quantum confinement effect. These results agreed with 

the DC conductivity of samples. The ionic conductivity 

σionic was developed with dual doping. The 

characterization of the doped samples makes them good 

candidates for photoelectronic applications. 
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1. Introduction 

Nickel oxide (NiO) is a green crystalline solid material with ferromagnetic properties 

and a Neel temperature of 523 K. NiO has unique electrical, magnetic, and optical properties 

that make it the primary subject of numerous applications. NiO is a material with extreme 

chemical stability. Due to its low cost and excellent ion storage property, it has become an 

interesting research material [1]. NiO NPs is a p-type conductivity due to its wide energy band 

gap from 3.6 eV to 4.0 eV [2, 3]. There are several methods to synthesis of  NiO NPs such as 

electro deposition (ED),  hydrothermal method [4] Sol-gel, thermal decomposition and 

Chemical precipitation [1, 5, 6]. NiO nanoparticles can be used in various applications like 

photocatalytic, battery, electrochromic, chemical sensing applications [7-9] and gas sensor 

application [4]. 

The doped NiO NPs lead to improvement of physical properties for various applications. 

K Varunkumar et al., reported on Cu doped NiO NPs prepared by co-precipitation and studied 

optical and thermal stability, the bandgap increased from 3.32 to 3.37 eV at 8 (wt %) and showed 

exhibit good thermal stability [10]. K. Varunkumar et al., studied morphology of the pure NiO 

and Cu doped NiO NPs at different calcination temperatures 350 °C, 450 °C and 550 °C that 

revealed spherical shaped particles for pure NiO and Cu doped NiO samples calcined at 350 °C 

while changes were observed for other calcination temperatures [11]. Zn doped NiO 

nanoparticles were synthesized by co-precipitation method at calcination temperature of 550˚C 

and the optical band gap was found at 3.26 eV [12]. Solvothermal synthesis of pure and Zn 

doped NiO nanocluster electrocatalysts resulted in higher conductivity with lower internal 

resistance (Rs) of 10.36 Ω for the above optimized electrocatalyst [9]. Recently, Zn-doped NiO 

thin films were synthesized for highly sensitive and selective ammonia sensors [13]. 

In the present study, pure, single and dual (Cu and Zn) doped NiO nanoparticles were 

synthesized by co-precipitation method and structure, optical and electrical properties of the 

prepared samples were reported. 

 

2. Experimental Details  

2.1 Materials 

Nickel nitrate hexahydrate Ni(NO3)2.6H2O (Fluka, ≥ 98%), copper nitrate trihydrate 

Cu(NO3)2.3H2O (Scharlau, extra pure), zinc nitrate hexahydrate Zn(NO3)2.6H2O (Fluka.  ≥ 

98%) and sodium hydroxide (95%). The solvent used for all mentioned chemicals was distilled 

water. 
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2.2 Synthesis of pure NiO Nanostructures 

1 M nickel nitrate solution was prepared by dissolving 14.54 g in 50 ml distilled water 

with constant stirring for 20 min. 0.1 M NaOH was added dropwise to the nickel nitrate solution 

to adjust the pH to 10 and stirred at room temperature for 3 h until a light green colored solution 

was obtained. The final solution was kept in an airtight container for one day to obtain the 

precipitate, which was centrifuged at 4000 rpm for 15 minutes and then washed several times 

with distilled water. The collected precipitate was dried at 80 ℃ for 15 h and then ground into 

fine powder with mortar and pestle. Finally, the powder was annealed at 350 ℃ for 2 h to obtain 

a pure NiO nanostructure. 

2.3 Synthesis of Cu-Zn dual doped NiO Nanostructures 

Copper nitrate and zinc nitrate solutions were prepared separately in 5 concentrations 

(0.025, 0.05, 0.075 and 0.1 M). The mixing of different solutions was clarified in Table 1 to 

obtained single and dual doped NiO according to the formula Ni0.9(Cu1−xZnx)0.1O, where x = 

0, 0.25, 0.5, 0.75 and 1.  As presented in Table 1, there were two single doped NiO samples at 

x = 0 (Cu only) and one (Zn only) and 3 dual doped NiO samples (at x = 0.25, 0.5 and 0.75).  x 

value indicated to the increase of Zn doped percentage in NiO from 0 to 0.1 as x value increased 

from 0 to 0.01 and decreasing of Cu doped percentage in the same time from 0.1 to 0.  

0.9 M of nickel nitrate solution was prepared in 75 ml of distilled water under constant 

stirring for 20 min and labeled as solution (A). For sample prepared at x = 0.25, 0.025 M zinc 

nitrate and 0.075 M copper nitrate solutions were prepared separately in 75 ml of distilled water 

under constant stirring for 20 min and labeled as solution (B) and (C), respectively. Solutions 

A, B and C were mixed under constant stirring for further hour at RT. The pH value of the 

mixed solutions was adjust to 10 by addition of 0.1 M NaOH drop by drop under constant stirrer 

for 3 h at RT. The light green solution was obtained and kept in an airtight container for a day 

to collect the precipitate. The precipitate was filtered and centrifuged at 4000 rpm for 15 min 

and then washed with distilled water several times. The final precipitate was dried in oven for 

15 h at 80℃. Then it was grind using mortar and pestle to get fine powder and finally, powder 

was annealed at 350 ℃ for 2 h to obtain Ni0.9Cu0.075Zn0.025O   nanostructure. The other 

samples were prepared by repeating of the above procedures for all x values according to 

arranged concentrations in Table 1. 

2.4 Characterizations 

The structural properties of prepared samples have investigated using the X-ray 

diffraction (XRD) technique (XD-2 X-ray diffractometer using CuKα (λ = 1.54 Å) at 36 kV 

and 20 mA, China) in Yemeni Geological Survey and Minerals Resources Board (YGSMRB). 
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The absorbance and transmittance spectra of samples were measured using a UV–VISIBLE 

spectrophotometer (SPECORD 200) at room temperature in the wavelength range of (190–1100 

nm). The diluted hydrochloric (HCl) acid was used as a solvent for prepared samples to measure 

the absorbance and transmittance spectra. The powder of all prepared samples was pressed into 

pellet forms with a thickness of about 1 mm and a diameter of 13 mm using a Carver hydraulic 

press machine. These pellets were used to measure the DC electrical conductivity at room 

temperature. 

 

Table 1: Experimental details for preparation of single and dual doped NiO nanostructures. 

 

Samples 

    Concentrations in (M)  

Doping 

type 
 

x value 
Nickel 

nitrate 

(doping %) 

Copper 

nitrate 

(doping %) 

Zinc 

nitrate 

(doping %) 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟏O 0.9 
0.1 

(10%) 

- 

(0%) 
Single x = 0 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟕𝟓𝐙𝐧𝟎.𝟎𝟐𝟓𝐎 0.9 
0.075 

 (7.5%) 

0.025  

(2.5%) 
Dual x = 0.25 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟓𝐙𝐧𝟎.𝟎𝟓𝐎 0.9 
0.05 

(5%) 

0.05 

(5%) 
Dual x = 0.5 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟐𝟓𝐙𝐧𝟎.𝟎𝟕𝟓𝐎 0.9 
0.025  

(2.5%) 

0.075 

 (7.5%) 
Dual x = 0.75 

𝐍𝐢𝟎.𝟗𝐙𝐧𝟎.𝟏𝐎 0.9 
- 

(0%) 

0.1 

(10%) 
Single x = 1 

 

 

3 Results and discussion 

3.1 X-ray diffraction (XRD)  

Figure 1 shows three distinct pattern planes (111), (200), and (220) of the NiO phase, 

confirming that the NiO form in cubic structure is consistent with the standard card no. (JCPDS 

card No. 44-1159). The XRD patterns show pure NiO, single and dual doped NiO 

nanostructures. This means that dual doping does not change the structure of the NiO 

nanostructures. The XRD patterns of the prepared samples are calculated according to the 

following equations [14-16] in Table 2: 

𝟏

𝐝𝟐
=

(𝐡𝟐+𝐤𝟐+𝐥𝟐)

𝐚𝟐
                                                                                                                 (1) 

D=
𝐤𝛌

𝛃 𝐜𝐨𝐬 𝛉
                                                                                                                             (2) 

𝛆 =
𝛃𝐡𝐤𝐥

𝟒 𝐭𝐚𝐧 𝛉
                                                                                                                             (3)   
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Where 𝑑ℎ𝑘𝑙 is the interplanar space and (h, k and l) are Miller indices. β is the full width at half 

maximum (FWHM) of the diffraction peak (200), (λ) is the wavelength of X-ray (λ = 0.154nm) 

and (θ) is the half angle Bragg diffraction. The low intensity of the XRD patterns for undoped 

and doped NiO nanostructures (Figure 1) indicates that the samples have low crystallinity due 

to the nano range of the crystallite size of the prepared samples. Figure 1 shows the XRD 

patterns of copper and zinc dual doped nickel oxide nanostructures (Ni0.9(Cu1−xZnx)0.1O) at 

x= 0, 0.25, 0.5, 0.75 and 1. When x= 0 (Ni0.9Cu0.1O), 2θ value of (200) crystal face that showed 

shifting of diffraction peaks to the lower angle from 43.192°for pure NiO to 

43.07° for Ni0.9Cu0.1O sample is predicted as a result of increase lattice constants [14]. Full 

width at half maximumat β (FWHM) at plane (200) also increase from 0.898° for pure to 1.212° 

for Ni0.9Cu0.1O. The increase in β is due to expansion of the crystal structure as the slightly 

larger ionic radius of Cu2+(0.73A°) substituted that of Ni2+(0.69A°) in NiO cubic structure [14]. 

The crystallite size decrease from 9.52 nm for pure NiO to 7.05 nm for Ni0.9Cu0.1O this 

reduction in the crystallite size for the doped nanoparticles could be attributed to the internal 

microstructural strain and disorder introduced in the NiO lattice due to incorporation of the Cu 

ion, this result was in good agreement that published in this literature [11].   

 

Figure 1. XRD patterns of undoped and doped NiO nanostructures. 

 

 

For dual doped sample at x = 0.25 (𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟕𝟓𝐙𝐧𝟎.𝟎𝟐𝟓𝐎), 2𝛉 value of (200) 

diffraction also shifting to the lower angle by 0.102 due to both dual 𝐂𝐮𝟐+(0.073 nm) and 

𝐙𝐧𝟐+(0.074 nm) dopants have larger ionic radii than 𝐍𝐢𝟐+ ions (0.069 nm) [15]. 𝜷(FWHM) 

(𝟏. 𝟏𝟐𝟐°) stilled higher than the pure NiO sample which confirm the substitution of  𝐍𝐢𝟐+ ions 
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by both 𝐂𝐮𝟐+and 𝐙𝐧𝟐+ ions. The shifting to the lower angle were observed for the other dual 

samples (x =0.5 and 0.75) as listed in Table 2 due to the same reason mentioned above. But at 

( 𝐍𝐢𝟎.𝟗𝐙𝐧𝟎.𝟏𝐎) the shifting to the lower angle , the crystallite size of NiO and Zn doped NiO 

increased from 9.52 to 10.27 nm due to 𝐙𝐧𝟐+ ions have a large ion radius of 0.074 nm compared 

to the ionic radius of  𝐍𝐢𝟐+ [16]. The discrepancy between the increase and decrease in the 

values of microstrain caused with increase in the value of x in structural distortion and cell 

volume narrowing according to the difference of concentrations. Variation in microstrain may 

be due to the change in microstructure, size and shape of the particles [16]. In Table 2 the lattice 

parameter (𝐚𝐡𝐤𝐥), microstrain (ε) and crystallite size (D) values are shown. 

 

Table 2: The structural measurements of prepared samples from (200) diffraction. 

Samples 
2𝜽 

[°] 

𝜷= FWHM 

[°] 

𝒂𝟐𝟎𝟎 

[𝐀°] 

𝑫𝟐𝟎𝟎 

[𝐧𝐦] 

𝜺𝟐𝟎𝟎 

× 𝟏𝟎−𝟑 

Pure NiO 43.192 0.898 4.1876 9.52 9.9 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟏𝐎 43.07 1.212 4.199 7.05 13.4 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟕𝟓𝐙𝐧𝟎.𝟎𝟐𝟓𝐎 43.09 1.122 4.1972 7.61 12.4 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟓𝐙𝐧𝟎.𝟎𝟓𝐎 43.10 1.180 4.1962 7.23 13.04 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟐𝟓𝐙𝐧𝟎.𝟎𝟕𝟓𝐎 43.02 0.953 4.2036 8.95 10.55 

𝐍𝐢𝟎.𝟗𝐙𝐧𝟎.𝟏𝐎 42.997 0.831 4.2056 10.27 9.21 

 

 

3.2 Optical properties 

Absorbance measurements were performed for pure NiO and 𝐍𝐢𝟎.𝟗(𝐂𝐮𝟏−𝐱𝐙𝐧𝐱)𝟎.𝟏𝐎 

nanostructures at x= 0, 0.25, 0.5, 0.75 and 1 recorded in the wavelength range from 190 nm to 

1100 nm. Fig 2a shows the change of the absorbance spectra as a function of the wavelength. 

Figure 2a shows the UV–Vis absorption spectra with the absorption peak of pure NiO at about 

332 nm while, 𝐍𝐢𝟎.𝟗(𝐂𝐮𝟏−𝐱𝐙𝐧𝐱)𝟎.𝟏𝐎 presente the absorption peaks at the range of (309 – 319 

nm) that indicate to blue shift of the absorption peaks . Optical absorption data at x= 0 indicated 

strong absorption peaks shifted towards blue (to higher wavelength) with respect to the peak of 

undoped NiO NPs due to quantum confinement effect[10]. The blue shift of the absorption 

peaks occur because of Burstein–Moss effect, which confirm  the quantum confinement effect 

[11]. In Figure 2b it can observed that the transmittance of pure NiO nanostructure reduces after 

the incorporation of the single and dual doped NiO nanostructures. The obtained transmittance 

was found to be about 85% for pure NiO while in the range (75 - 78%) of transmittance for 
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single and dual doped NiO nanostructures, this range located in the visible light spectra. This 

results are consistent with the previous studies [10, 11]. 

 

 

Figure 2. (a) Absorbance and (b) Transmittance spectra of undoped and doped NiO nanostructures. 

 

 

The absorption coefficient (α) of the prepared samples can be calculated as follows [17]: 

𝛂 = 𝟐. 𝟑𝟎𝟑
𝐀

𝐝
                                                                                     (4) 

Where (d) is the thickness of the sample cell and (A) is the measured absorbance by UV–Visible 

Spectrophotometer in as plotted in Figure 2a. The optical band gaps of samples have been 

calculated from Tauc’s plot equation [18, 19] an extrapolation of the linear region of the plot 

(𝛂𝐡ʋ)𝟐 versus energy (𝐡ʋ) gives the optical bandgap value 𝐄𝐠: 

(𝛂𝐡ʋ)𝟐=𝐁(𝐡ʋ − 𝐄𝐠)                                                                          (5) 

where (𝐡ʋ) is the incident photon energy and (B) is a constant depending on the material. Figure 

3a shows Tauc plot for pure NiO and 𝐍𝐢𝟎.𝟗(𝐂𝐮𝟏−𝐱𝐙𝐧𝐱)𝟎.𝟏𝐎 at x= 0, 0.25, 0.5, 0.75 and 1. 

Bandgap energy of pure NiO is 3 eV which was in good agreement value with results that 

published by Alshahrie et.al., [20] and Hosny [21]. The single and dual doped NiO samples 

presents higher 𝐄𝐠 values (3.22 – 3.18 eV) than pure samples as listed in Table 3. The results 

clearly indicate that the doping increased the band gap which indicated formation of smaller 

particle size due to quantum confinement effect that agree with Amita et.al., [22]. In general, 

the charge transfer from the O 2p states to the unoccupied Ni 3d states affected directly by the 

distortion of the 𝐍𝐢𝐎𝟔 octahedra due to the increasing of dopant content [23]. The dopant 

occupation of the Ni sites indicates to reduce the nonlocal Zhang-Rice bound state, thus the 

band gap energy increase. The maximum change in bandgap of NiO were observed for 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟏𝐎 (3.22 eV) at x= 0.25. 
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Figure 3. (a) Optical band gap energy (Eg) and inset shows the cut-off values on horizontal axis 

(photon energy axis). (b) Lnα versus E fitted to the best straight lines for the undoped and doped NiO 

nanostructures. 

 

Table 3: The optical band gap and Urbach tail energies of prepared samples. 

 

 

The Urbach tail width calculated using equation [24, 25]: 

𝛂 = 𝛂𝟎𝐞𝐱𝐩 (𝐡𝐯/𝐄𝐮)                                                                      (6) 

where 𝛂𝟎 is characteristic constant depends on materials. The plotting data of on y-axis versus 

corresponds to the exponential range (Urbach tail range) on x-axis explored a linear relation as 

shown in Figure 3b. The values were obtained for all prepared samples from the inverse of the 

slope values of the linear fit and listed in Table 3. Urbach tail energy 𝐄𝐮 values followe the 

opposite behavior of band gap energy values because of the increase of the disorder and defect 

states with dopant [12]. The minimum value of  𝐄𝐮 was 2.04 eV at x=1. 

 

The refractive index (n) and absorption index (k) calculated from equation [24]:  

𝐤 =
𝛂𝛌

𝟒𝛑
                                                                                                     (7) 

Samples 
𝑬𝒈 

[𝐞𝐕] 

𝑬𝒖 

[𝐞𝐕] 

Pure NiO 3 2.06 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟏𝐎 3.22 2.10 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟕𝟓𝐙𝐧𝟎.𝟎𝟐𝟓𝐎 3.1 2.54 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟓𝐙𝐧𝟎.𝟎𝟓𝐎 3.06 3.04 

𝐍𝐢𝟎.𝟗𝐂𝐮𝟎.𝟎𝟐𝟓𝐙𝐧𝟎.𝟎𝟕𝟓𝐎 3.18 2.34 

𝐍𝐢𝟎.𝟗𝐙𝐧𝟎.𝟏𝐎 3.16 2.04 
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n=
𝟏+𝐑𝟏/𝟐

𝟏−𝐑𝟏/𝟐                                                                                                   (8) 

 

Figure 4a shows the single and dual doped NiO NPs that indicated the higher refractive 

index at x= 0 and x= 0.75 respectively. Results presented that Cu dopants increased the 

refractive index due to higher polarization of Cu atoms in the NiO lattice matrix and in pure 

NiO sample was the lowest one indicated that NiO host lattice doesn’t contain major defects 

[26]. The real and imaginary parts of the dielectric constant can be calculated from equation 

[27, 28]: 

𝛆 = 𝛆𝟏 − 𝐢𝛆𝟐                                                             (9) 

ε1 =  n2 − k2 and ε2 = 2nk                      (10) 

Figure 4. (a) Refractive index (n), and (b) Absorption index (k) of undoped and doped NiO 

nanostructures as a function of wavelength at different values of x. 

 

The calculated values of 𝛆𝟏and 𝛆𝟐 as functions in the photon energy for prepared pure, 

single and dual doped NiO nanostructures are shown in Figure 5. From Figure 5a shows the 

calculate value of the real parts of the dielectric constant for samples between 11 s/m and 33.11 

s/m in range~𝟑. 𝟕 𝐞𝐕. The single doped NiO at x= 0 (10 wt.% Cu and 0 wt.% Zn) and dual 

doped NiO at x= 0.75 (2.5 wt.% Cu and 7.5 wt.% Zn) obtained the higher values of dielectric 

constant. It can be observed that the value of real and the imaginary parts of dielectric increasing 

with increase doping. 
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Figure 5. (a) The real (𝛆𝟏) and imaginary (𝛆𝟐) (b) parts of the dielectric constant on the photon energy 

for the undoped and doped NiO nanostructures. 

Optical conductivity (𝛔𝐨𝐩𝐭) of the pure and doped NiO nanostructures can be calculated 

from equation[29]: 

𝛔𝐨𝐩𝐭=
𝛂𝐧𝐜

𝟒𝛑
                                                                    (11) 

whereα, n and c are given by, absorption coefficient, refractive index and speed of light (3 × 

108 m/s), respectively. In Figure 6 can observed that the optical conductivity increasing with 

increase photon energy for all samples. The prepared samples exhibited the maximum of σopt 

in range from 2.4 × 1010 to 3.6× 109 s−1 over ultraviolet region and minimum value in range 

1.1 × 1010 to 2.6 × 109 s−1 over visible light region which approved that these samples 

preserve good photo response. 
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Figure 6. Optical conductivity on the photon energy for the undoped and doped NiO 

nanostructures. 

 

 

3.3 DC electrical conductivity (𝝈𝒅𝒄) 

Current-voltage measurements are in order to evaluate electrical properties of pure NiO, 

single and dual doped NiO nanostructures. The resistance (R) is obtaining from the I-V 

measurements. The DC electrical conductivity values was measured for all prepared samples 

using the following formula [30]: 

𝛔𝐝𝐜 =
𝟏

𝐑
×

𝐥

𝐀
                                                                               (12) 

where R is the measured resistance, A is the cross-section area and l is the pellet thickness.  σdc 

of  NiO by I-V measurements is 3.70× 10−5 S.cm−1 this result close from study Biju [31]. The 

DC electrical conductivity was affected by substitution of Cu2+and Zn2+ in NiO crystal lattice 

that decrease from 1.620 × 10−4  S. cm−1  to 2.00 × 10−5 S. cm−1 . Figure 7 showed DC 

conductivity (σdc) and optical band gap energy ( Eg ) versus x values for pure NiO 

andNi0.9(Cu1−xZnx)0.1O.  
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Figure7. DC electrical conductivity σdc of the NiO samples by I-V measurements versus band gap 

energy (Eg) as a function of x values. by I-V measurements. 

 

 

4 Conclusions 

Pure NiO, single and dual doped NiO nanostructures with x = 0, 2.5, 5, 7.5, and 10 wt% 

were successfully prepared by the co-precipitation method and annealed at 350 ℃ for 2 hours. 

The XRD patterns showed that the average value of crystallite size was between 7.05 and 10.27 

nm. The addition of dopants increases the energy gap (Eg) from 3 eV for pure NiO. The 

maximum change in the band gap of NiO at x = 0.25 due to the occupation of Ni sites by the 

dopants indicates a decrease in the nonlocal Zhang-Rice bonding state, which increases the 

band gap energy. Due to the Cu and Zn cations causing substitutional defects in the NiO band 

gap, the dual doped NiO samples had lower σdc values than the single doped samples. Dual 

doped NiO nanostructures will exhibit novel improved properties when the concentration of 

metal dopants is changed, or these dopants are replaced by others in photoelectronic 

applications. 
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